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Energy exchange between electrons and phonons in metal provides the best example in describing non-equilibrium heating during the ultrafast transient. In times comparable to the thermalization and relaxation time of electrons and phonons, which are in the range of a few to several tens of picoseconds, heat continuously flows from hot electrons to cold phonons through mutual collisions. Consequently, electron temperature continuously decreases whereas phonon temperature continuously increases until thermal equilibrium is reached. Tien developed the well-known parabolic two-step model for describing the non-equilibrium heating in the electron-phonon system in 1992, and Tzou developed the parabolic model for the non-equilibrium heating in an N-carrier system in one-dimensional (1D) Cartesian coordinates in 2009.

In the early 1990s, it was discovered that biological tissue, along with a number of other common materials, exhibits a relatively long thermal relaxation (or lag) time before equilibrium heating. Because a biological cell may contain proteins, water, and dissolved minerals, the non-equilibrium heating may also exist in the biological cell when exposed to ultrafast heating.

This dissertation considers the generalized micro heat transfer models in an N-carrier system with the Neumann boundary condition in 1D and three-dimensional (3D) spherical coordinates, which can be applied to describe the non-equilibrium in biological cells. The generalized models in 1D and 3D spherical coordinates are shown to be well-posed.
An improved unconditionally stable Crank-Nicholson (CN) scheme is presented for solving the generalized model in 1D spherical coordinates, where a second-order accurate finite difference scheme for the Neumann boundary condition is developed so that the overall truncation error of the 1D improved CN scheme is second-order. Two improved unconditionally stable CN schemes are then presented for solving the generalized model in 3D spherical coordinates. In particular, two second-order accurate finite difference schemes for the Neumann boundary condition are developed so that overall truncation errors of 3D improved CN schemes are second-order with respect to the spatial variable $r$. The stability of the 1D improved CN scheme and two 3D improved CN schemes is proved.

The convergence rates of the solution of the 1D improved CN scheme are calculated by a numerical example. Results show that the convergence rates of the 1D improved CN scheme are about 2 with respect to both spatial and temporal variables respectively, while the convergence rates of the CN scheme with the convectional scheme for the Neumann boundary condition are about 1 and about 2 with respect to the spatial and temporal variables, respectively.

The convergence rates of the numerical solution of two 3D improved CN schemes are calculated by two examples. Results show that the convergence rate of both 3D improved CN schemes are about 2 with respect to the spatial variable $r$, while the convergence rate of the 3D CN scheme is about 1 with respect to the spatial variable $r$. 
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a, a^*$</td>
<td>artificial constant for improved CN schemes</td>
</tr>
<tr>
<td>$b, b^*$</td>
<td>artificial constant for improved CN schemes</td>
</tr>
<tr>
<td>$c, c^*$</td>
<td>artificial constant for improved CN schemes</td>
</tr>
<tr>
<td>$C_m$</td>
<td>volumetric heat capacity of carrier $m$</td>
</tr>
<tr>
<td>$E$</td>
<td>$l_2$-norm error</td>
</tr>
<tr>
<td>$F$</td>
<td>function</td>
</tr>
<tr>
<td>$G$</td>
<td>coupling factor, $W/(m^3 K)$</td>
</tr>
<tr>
<td>$I$</td>
<td>total number of grid points in $r$ direction of spherical coordinates</td>
</tr>
<tr>
<td>$J$</td>
<td>total number of grid points in $\theta$ direction of spherical coordinates</td>
</tr>
<tr>
<td>$K$</td>
<td>total number of grid points in $\phi$ direction of 1D spherical coordinates or $\mu$ direction of 3D spherical coordinates</td>
</tr>
<tr>
<td>$k_m$</td>
<td>thermal conductivity of carrier $m$, $W/(mk)$</td>
</tr>
<tr>
<td>$L$</td>
<td>length of radius of micro-sphere, $m$</td>
</tr>
<tr>
<td>$N$</td>
<td>total number of governing equations</td>
</tr>
<tr>
<td>$P$</td>
<td>finite difference operator</td>
</tr>
<tr>
<td>$Q_m$</td>
<td>volumetric heat source of carrier $m$, $W/m^2$</td>
</tr>
<tr>
<td>$\vec{q}$</td>
<td>heat flux vector, $W/m^2$</td>
</tr>
<tr>
<td>$r$</td>
<td>the radial distance in spherical coordinates</td>
</tr>
</tbody>
</table>
$T$  
carrier temperature, $K$

t  
time, $s$

t_0  
upper bound for time $t$

$x$  
the $x$ distance in Cartesian coordinates

$Z_1, Z_2$  
constants in Gronwall’s lemma

**Greek Symbols**

$\Delta t$  
the time step size, $s$

$\Delta x$  
the grid step size in Cartesian coordinates, $m$

$\Delta r$  
the grid size in $r$ direction of spherical coordinates

$\Delta \theta$  
the grid size in $\theta$ direction of spherical coordinates

$\Delta \phi, \Delta \mu$  
the grid size in $\phi$ direction of 1D spherical coordinates or $\mu$ direction of 3D spherical coordinates

$\beta, \beta_1, \beta_2$  
artificial parameter of improved CN schemes

$\Phi$  
function

$\Omega$  
function

**Subscripts and Superscripts**

$i$  
grid index in $r$ direction of spherical coordinates

$j$  
grid index in $\theta$ direction of spherical coordinates

$k$  
grid index in $\phi$ direction of 1D spherical coordinates or $\mu$ direction of 3D spherical coordinates

$m$  
index for the carrier $m$

$n$  
index for the time step
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CHAPTER ONE

INTRODUCTION

Chapter One provides the introduction to this dissertation. There are three sections in Chapter One: general overview, research objectives and organization of the dissertation.

1.1 General Overview

Energy exchange in metal between the electron and the phonon during the ultrafast transient laser pulse is in non-equilibrium heating. In the range of a few to several tens of picoseconds, heat continuously flows from hot electrons to cold phonons through mutual collisions. When the phonon temperature continuously increases, the electron temperature continuously decreases until thermal equilibrium is reached. Tien developed the well-known parabolic two-step model for describing the non-equilibrium heating in the electron-phonon system in 1992 [1], [2].

Most multi-carrier systems in nature are in thermal non-equilibrium. For instance, non-equilibrium heating may exist in porous media that already involve a more complicated system than the Two-carrier system. Also, the phase change in wicked heat pipes may involve non-equilibrium heating and energy dissipation among the solid wick, liquid, and vapor phases.

The $N$-carrier system is the latest progress in micro heat transfer modeling in the past years. The first paper of an $N$-carrier system was published in 2009, and described a
parabolic model in an $N$-carrier system in Cartesian coordinates [3]. Dai et al. developed a fourth-order finite difference scheme for the parabolic model in Cartesian coordinates [4], and a stable finite difference scheme for thermal analysis in an $N$-carrier system [5]. Dai et al. also developed a hyperbolic model in an $N$-carrier system in Cartesian coordinates [6], and a compact LOD scheme for solving a model in $N$-carrier system with the Neumann boundary condition [7].

In the early 1990s, it was discovered that biological tissue, along with a number of other common materials, exhibits a relatively long thermal relaxation (or lag) time before equilibrium heating [8]. Because a biological cell may contain proteins, water, and dissolved minerals, the non-equilibrium heating may also exist in the biological cell when exposed to ultrafast heating.

1.2 Research Objectives

The objective of this dissertation is to extend the parabolic two-step model in an $N$-carrier system in 1D Cartesian coordinates to the generalized $N$-carrier system model in 1D and 3D spherical coordinates. Also, the project will develop numerical schemes to solve the parabolic model in an $N$-carrier system in 1D and 3D spherical coordinates.

In detail, research objectives of this dissertation include

1) To develop the parabolic model in an $N$-carrier system in 1D and 3D spherical coordinates;

2) To prove the well-posedness of the parabolic model in 1D and 3D spherical coordinates;

3) To develop improved CN schemes for solving the parabolic model in 1D and 3D spherical coordinates;
4) To prove the stability of improved CN schemes;

5) To provide numerical examples to illustrate the availability of the models and the schemes in 1D and 3D spherical coordinates.

1.3 Organization of the Dissertation

Chapter One provides an introduction for this dissertation with a general overview, research objectives and organization of the dissertation.

Chapter Two examines the background and previous work for this dissertation. Macro heat transfer will also be discussed in the chapter, as is the two-step model in a Two-carrier system for micro heat transfer in parabolic format. Also reviewed is the latest progress of the model in an N-carrier system of recent years.

Chapter Three develops the parabolic model in an N-carrier system in 1D and 3D spherical coordinates. The initial condition and the boundary condition for the model will also be discussed. Also, the well-posedness of the model will be proved in Chapter Three.

Chapter Four develops improved CN schemes for solving the model. The 1D improved CN scheme for solving the model in 1D and 3D spherical coordinates is developed. The stability of the 1D improved CN scheme will also be proved in the chapter, and a general algorithm as the solver for the linear system from the scheme. Also, two 3D improved CN schemes for solving the model in 3D spherical coordinates will be provided. The stability of the two second-order schemes will be proved in Chapter Four. Also, a general algorithm as the solver for the linear system from the two schemes is provided.

Chapter Five provides numerical examples for the model and the scheme developed in Chapter Three and in Chapter Four. $l_2$-norm errors and convergence rates
will be provided in Chapter Five. Also, numerical solutions and exact solutions will be plotted in Chapter Five.

Chapter Six contains a conclusion of this dissertation. Also, future research is discussed in Chapter Six.
CHAPTER TWO

BACKGROUND AND PREVIOUS WORK

Chapter Two provides background and reviews the research done previous to this dissertation. The background section includes a short review of macro heat transfer and micro heat transfer. Also reviewed is the latest progress of the model in an N-carrier system.

2.1 Macro Heat Transfer

Heat transfer is the process of energy transition from carriers with high temperature to carriers with low temperature [9], [10]. There are three modes of heat transfer: conduction, convection and radiation.

This dissertation will only consider heat conduction. Macro heat conduction describes macroscopic behavior of conduction of thermal energy. Macro heat conduction can be modeled by the macro heat conduction equation. The macro heat conduction equation can be derived from Fourier’s law in differential form and the first law of thermodynamics (conservation of energy) [9], [10]

\[ C \frac{\partial T}{\partial t} = k \nabla^2 T + Q, \]

where \( T \) is the temperature, \( C \) is the volumetric heat capacity, \( k \) is thermal conductivity, \( Q \) is the heat source and \( \nabla^2 \) is the Laplace operator. In different coordinates, Laplace
operator $\nabla^2$ can be expressed in different forms. In Cartesian coordinates $(x, y, z)$, Laplace operator can be expressed as

$$\nabla^2 T = \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2}.$$  \hspace{1cm} (2.2)

In spherical coordinates $(r, \theta, \phi)$, by substituting the transformation

$$x = r \sin \phi \cos \theta, \ y = r \sin \phi \sin \theta, \ z = r \cos \phi,$$  \hspace{1cm} (2.3)

into Eq. (2.2), the Laplace operator from Cartesian coordinates to spherical coordinates can be transformed to

$$\nabla^2 T = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{1}{r^2 \sin \phi} \frac{\partial}{\partial \phi} \left( \sin \phi \frac{\partial T}{\partial \phi} \right) + \frac{1}{r^2 \sin^2 \phi} \frac{\partial^2 T}{\partial \phi^2}.$$ \hspace{1cm} (2.4a)

One can introduce $\mu = \cos \phi$, and Eq. (2.4a) can be transformed to an alternative form

$$\nabla^2 T = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{1}{r^2 (1 - \mu^2)} \frac{\partial^2 T}{\partial \theta^2} + \frac{1}{r^2 \mu} \left( (1 - \mu^2) \frac{\partial T}{\partial \mu} \right).$$ \hspace{1cm} (2.4b)

### 2.2 Micro Heat Transfer

Micro heat transfer modeling is the study of the physical mechanism and mathematical modeling of heat transfer in micro scale. Reviews of micro heat transfer modeling can be seen in [11]-[16].

Micro heat transfer requires collisions among energy carriers. Micro heat transfer by two carriers (*Two*-carrier system), such as phonon-electron interaction in metal, has been well studied for many years. At the micro scale, the process of heat transfer is determined by phonon-electron interaction in metallic films and by phonon scattering in dielectric films, conductors and semiconductors [17]. The general properties of micro heat conduction in phonon-electron system can be found in [1]. A well studied
engineering example of the Two-carrier system is the micro heat transfer induced by ultrashort-pulsed lasers during the ultrafast transient [18]-[54].

2.2.1 Parabolic Model in a Two-carrier System in Cartesian Coordinates

The early version of the two-step model was developed by Kaganov et al. in 1957 [55] and by Anisimov et al. in 1974 [26]. Qiu and Tien developed the parabolic two-step model in 1992 [1], [2]. In the two-step model, the first step is the heating of electron gas, which can be expressed as

\[
C_e \frac{\partial T_e}{\partial t} = k_e \nabla^2 T_e - G (T_e - T_l) + Q, \tag{2.5a}
\]

and the second step is the heating of metal lattice, which can be expressed as

\[
C_l \frac{\partial T_l}{\partial t} = G (T_e - T_l), \tag{2.5b}
\]

where \( T \) is the temperature, \( C_e \) is the volumetric heat capacity for electron, \( C_l \) is the volumetric heat capacity for lattice, \( G \) is the phonon-electron coupling factor and \( k_e \) is the thermal conductivity of electron gas.

In the non-equilibrium heating in the electron-phonon system, which is different from macro heat transfer, the intensity of heat flow is proportional to the temperature difference between the electron and the phonon. To mathematically describe this phenomenon, a coupling factor \( G \) is defined, which is a thermophysical property of carriers in micro heat transfer.

There are applications of the two-step model in Cartesian coordinates, Eq. (2.5), to engineering problems. Wang et al. applied a two-dimensional parabolic two-step model to study micro heat transfer in a two-dimensional single-layered thin film exposed to ultrashort-pulsed laser in [14], [56]-[59]. Zhang et al. applied a 3D parabolic two-step
model to study micro heat transfer in a two-dimensional single-layered thin film exposed to ultrashort-pulsed laser in [16], [60], [61].

2.2.2 Parabolic Model in a Two-carrier System in Spherical Coordinates

A parabolic two-step model in a Two-carrier system in 3D spherical coordinates $(r, \theta, \phi)$ is developed in [11], [12], [62], [63]

\[
\begin{align*}
C_e \frac{\partial T_e}{\partial t} &= \frac{k_e}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{k_e}{r^2 \sin \phi} \frac{\partial}{\partial \phi} \left( \sin \phi \frac{\partial T}{\partial \phi} \right) \\
&+ \frac{k_e}{r^2 \sin^2 \phi} \frac{\partial^2 T}{\partial \theta_e^2} - G(T_e - T_l) + Q, \\
C_l \frac{\partial T_l}{\partial t} &= G(T_e - T_l),
\end{align*}
\]

(2.6a)

(2.6b)

where $T$ is the temperature, $C_e$ is the volumetric heat capacity for electron, $C_l$ is the volumetric heat capacity for metal lattice, $G$ is the coupling factor between phonon and electron and a positive constant, and $k_e$ is the thermal conductivity of electron gas.

The parabolic two-step model in 3D spherical coordinates, Eq. (2.6), is applied to study a microsphere subjected to an ultrafast laser pulse [12], [63]. A parabolic two-step model in 3D spherical coordinates is developed in [11], [62] to study heat transfer in a microsphere exposed to ultrashort-pulsed lasers.

2.3 Previous Work

The $N$-carrier system is one of the latest developments of micro heat transfer modeling [3]-[7]. A brief review of current papers of the model in an $N$-carrier system is also discussed.
The following assumptions to the $N$-carrier system studied are: 1) there is perfect thermal contact among different energy carriers; 2) the coupling factor $G_{mm}$ is only decided by the physical properties of the carrier; 3) heat convection and radiation is not considered; 4) and all $N$-carrier systems are stationary [3]-[7].

2.3.1 Parabolic Model in an $N$-carrier System in Cartesian Coordinates

Tzou developed a parabolic model for a generalized $N$-carrier system [3]

$$
C_k \frac{\partial T_1(x,t)}{\partial t} = k_1 \frac{\partial^2 T_1(x,t)}{\partial x^2} - \sum_{m=2}^{N} G_{1m} \left[ T_1(x,t) - T_m(x,t) \right] + Q_1(x,t),
$$

(2.7a)

$$
C_m \frac{\partial T_m(x,t)}{\partial t} = k_m \frac{\partial^2 T_m(x,t)}{\partial x^2} + \sum_{m=1}^{m-1} G_{mm} \left[ T_m(x,t) - T_m(x,t) \right] - \sum_{m=1}^{N} G_{mn} \left[ T_m(x,t) - T_m(x,t) \right] + Q_m(x,t),
$$

(2.7b)

$$
C_N \frac{\partial T_N(x,t)}{\partial t} = k_N \frac{\partial^2 T_N(x,t)}{\partial x^2} + \sum_{m=1}^{N-1} G_{nn} \left[ T_n(x,t) - T_N(x,t) \right] + Q_N(x,t),
$$

(2.7c)

where $T_m (m=1,\cdots,N)$ are the temperature of carriers, $C_m (m=1,\cdots,N)$ are heat capacities and constants, $k_m (m=1,\cdots,N)$ are conductivities and constants, $G_{mm}$ are coupling factors between $m$-carrier and $m_1$-carrier and positive constants, and $Q_m (m=1,\cdots,N)$ are heat sources. In Eq. (2.7), a positive sign denotes energy gain of the
system, and negative sign denotes energy loss from the system. Energy exchange among carriers in Eq. (2.7) can be seen in Figure 2.1 [3].

\[ G_{12}(T_1 - T_2) \]

\[ G_{mN}(T_m - T_N) \]

\[ G_{2m}(T_2 - T_m) \]

\[ G_{N1}(T_1 - T_N) \]

Figure 2.1 Energy exchanges in an N-carrier system.

If parabolic two-step models for the Two-carrier system and the N-carrier system are solved by finite difference schemes, the order of accuracy of the finite difference scheme depends on the quality of discretization of Laplace operator Eqs. (2.2) and (2.4). The fourth-order finite difference scheme for Laplace operator in Cartesian coordinates is developed in [4]:

\[
\frac{1}{10} \left[ (T_{m})_{xx} \right]_{i-1} + \left[ (T_{m})_{xx} \right]_i + \frac{1}{10} \left[ (T_{m})_{xx} \right]_{i+1} = \frac{6}{5} \frac{\left[ (T_{m})_{i-1} - 2(T_{m})_i + (T_{m})_{i+1} \right]}{\Delta x^2},
\]  
(2.8a)

\[
\frac{11}{6} \left[ (T_{m})_{xx} \right]_i - \frac{1}{3} \left[ (T_{m})_{xx} \right]_{i+1} = \frac{\left[ (T_{m})_i - (T_{m})_{i+1} \right]}{\Delta x^2},
\]  
(2.8b)

\[
\frac{11}{6} \left[ (T_{m})_{xx} \right]_i - \frac{1}{3} \left[ (T_{m})_{xx} \right]_{i-1} = \frac{\left[ (T_{m})_{i-1} - (T_{m})_i \right]}{\Delta x^2},
\]  
(2.8c)
where $T_m (m = 1, \cdots, N)$ are the temperature of carriers.

In [4], the authors apply the fourth-order scheme for Laplace operator to the parabolic model in an $N$-carrier system in Cartesian coordinates. The stability of the fourth-order scheme in matrix form is proved by discrete energy method. A numerical example of a Three-carrier system in 1D Cartesian coordinates shows the match between numerical solution and exact solution with second-order accuracy.

### 2.3.2 Hyperbolic Model in an $N$-carrier System in Cartesian Coordinates

Dai et al. develops a hyperbolic model for micro heat transfer of a generalized $N$-carrier system in [6]

\[
C_1 \frac{\partial T_1 (\bar{x}, t)}{\partial t} = -\nabla \cdot \bar{q}_1 - \sum_{m=2}^{N} G_{1m} \left[ T_1 (\bar{x}, t) - T_m (\bar{x}, t) \right] + Q_1 (\bar{x}, t),
\]  
(2.9a)

\[
\tau_1 \frac{\partial \bar{q}_1}{\partial t} + \bar{q}_1 = -k_1 \nabla T_1 ,
\]  
(2.9b)

\[
C_n \frac{\partial T_n (\bar{x}, t)}{\partial t} = -\nabla \cdot \bar{q}_n + \sum_{m=1}^{n-1} G_{mn} \left[ T_m (\bar{x}, t) - T_n (\bar{x}, t) \right] + Q_n (\bar{x}, t),
\]  
(2.9c)

\[
\tau_n \frac{\partial \bar{q}_n}{\partial t} + \bar{q}_n = -k_n \nabla T_n ,
\]  
(2.9e)

\[
C_N \frac{\partial T_N (\bar{x}, t)}{\partial t} = -\nabla \cdot \bar{q}_N - \sum_{m=2}^{N} G_{mN} \left[ T_m (\bar{x}, t) - T_N (\bar{x}, t) \right] + Q_N (\bar{x}, t),
\]  
(2.9f)

\[
\tau_N \frac{\partial \bar{q}_N}{\partial t} + \bar{q}_N = -k_N \nabla T_N ,
\]  
(2.9g)
where $T_m(m = 1, \cdots, N)$ are temperatures, $C_m(m = 1, \cdots, N)$ are heat capacities and constants, $k_m(m = 1, \cdots, N)$ are conductivities and constants, $G_{mn}$ are coupling factors between $m$-carrier and $m_l$ and positive constants, $Q_m(m = 1, \cdots, N)$ are heat sources, $q_m$ are the heat fluxes associated with carriers respectively, and $\tau_m$ are the relaxation time (the mean free time) for carriers.

Well-posedness of the hyperbolic model is proved. An improved CN scheme is developed, and the stability is proved in the paper. A numerical example of Three-carrier system in 1D Cartesian coordinates shows the match between numerical solution and exact solution with second-order accuracy.

2.4 Conclusion

Chapter Two discussed the background and previous work for this dissertation. Parabolic models and hyperbolic models for micro heat transfer models are reviewed. This dissertation will consider the parabolic model in an $N$-carrier system in 1D and 3D spherical coordinates, and develop an improved scheme to solve the model. The model can then be applied to study the heat transfer in biological cells.
CHAPTER THREE

MATHEMATICAL MODEL

The parabolic models in an N-carrier system in 1D and 3D spherical coordinates are developed in Chapter Three. The initial condition and the boundary condition of the two models are discussed. Also, the well-posedness of the two models is proved in Chapter Three.

3.1 Governing Equations

3.1.1 1D Case

Basing on the micro heat transfer in an N-carrier system Eq. (2.7) in [3], we develop a parabolic model in 1D spherical coordinates as follows:

\[
C_1 \frac{\partial T_1(r,t)}{\partial t} = \frac{k_1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_1(r,t)}{\partial r} \right) - \sum_{m=2}^{N} G_{1m} \left[ T_1(r,t) - T_m(r,t) \right] + Q_1(r,t), \quad (3.1a)
\]

\[
C_m \frac{\partial T_m(r,t)}{\partial t} = \frac{k_m}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) + \sum_{m'=1}^{m-1} G_{mm'} \left[ T_m(r,t) - T_{m'}(r,t) \right] - \sum_{m'=m+1}^{N} G_{mm'} \left[ T_m(r,t) - T_{m'}(r,t) \right] + Q_m(r,t), \quad (3.1b)
\]

\[
C_N \frac{\partial T_N(r,t)}{\partial t} = \frac{k_N}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_N(r,t)}{\partial r} \right) + \sum_{m=1}^{N-1} G_{mN} \left[ T_m(r,t) - T_N(r,t) \right] + Q_N(r,t), \quad (3.1c)
\]
where $T_m$ are temperatures, $C_m$ are heat capacities and constants, $k_m$ are conductivities and constants, $G_{mm}$ is the coupling factor between $m$-carrier and $m_l$-carrier and positive constants, and $Q_m$ are heat sources.

To further increase accuracy, the initial condition is set as the exact solution of the model when

$$T_m(r,0) = T_m^0(r), \ m = 1, \ldots, N.$$  

(3.2)

Also, it is assumed that there is no heat loss in a very short time period, so the boundary condition for $T_m$ at $r = L$ is considered as

$$\frac{\partial T_m(L,t)}{\partial r} = 0, \ m = 1, \ldots, N,$$  

(3.3)

where $L$ is the right boundary of the radial distance $r$.

3.1.2 3D Case

Following the International Organization for Standards, the three coordinates $(r, \theta, \phi)$ for 3D spherical coordinates are defined as follows: for a point in 3D spherical coordinates, the radial distance $r$, ranging $0 \leq r \leq 1$, is the distance between the point and the origin, the zenith angle $\theta$, ranging $0 \leq \theta \leq 2\pi$, is the angle between the point and the positive z-axis, and the azimuth angle $\phi$ ranging $0 \leq \phi < \pi$, is the angle between the point and the positive $x$-axis.

In order to analyze the micro non-equilibrium heating in 3D spherical coordinates, similar to Eq. (3.1), parabolic model in an $N$-carrier system is developed as:

$$C_i \frac{\partial T_i(r,\theta,\mu,t)}{\partial t} = \frac{k_i}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_i(r,\theta,\mu,t)}{\partial r} \right)$$
\[\begin{align*}
+ \frac{k_1}{r^2 (1 - \mu^2)} \frac{\partial^2 T_1(r, \theta, \mu, t)}{\partial \theta^2} + \frac{k_1}{r^2} \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_1(r, \theta, \mu, t)}{\partial \mu} \right) \\
- \sum_{m=2}^N G_m \left[ T_1(r, \theta, \mu, t) - T_m(r, \theta, \mu, t) \right] + Q_1(r, \theta, \mu, t),
\end{align*}\]

where 0 \leq r \leq L, 0 \leq \theta \leq 2\pi and \( \mu = \cos \phi \) with 0 \leq \phi \leq \pi, \( T_m \) are temperatures, \( C_m \) are heat capacities and constants, \( k_m \) are conductivities and constants, \( G_{mn} \) is the coupling factor between \( m \)-carrier and \( m_I \)-carrier and positive constants, and \( Q_m \) are heat sources.

To further increase accuracy, the initial condition is set as the exact solution of the model when \( t = 0 \)

\[T_m(r, \theta, \mu, 0) = T_m^0(r, \theta, \mu), m = 1, \ldots, N.\]

It is assumed that there is no heat loss in a very short time period, so the boundary condition for \( T_m \) at \( r = L \) is considered as:
\[
\frac{\partial T_m(L, \theta, \mu, t)}{\partial r} = 0, m = 1, \cdots N, \tag{3.6a}
\]

where \(L\) is the right boundary of the radial distance \(r\). Also, it is assumed that:

\[
T_m(r, \theta, \mu, t) = T_m(r, \theta + 2\pi, \mu, t), \tag{3.6b}
\]

\[
T_m(r, \theta, -1, t) = T_m(r, \theta, 1, t) = 0. \tag{3.6c}
\]

### 3.2 Well-posedness

#### 3.2.1 1D Case

Section 3.2.1 proves the well-posedness of the parabolic model in an \(N\)-carrier system in 1D spherical coordinates Eq. (3.1). Proof is offered that there is a solution for the parabolic model in an \(N\)-carrier system in 1D spherical coordinates. The solution is uniquely decided by the initial condition Eq. (3.2), and the solution depends on the initial condition continuously [64].

In order to simplify the proof of the well-posedness of the parabolic model in an \(N\)-carrier system in 1D spherical coordinates, it is assumed that coefficients \(C_m\) are positive constants, coefficients \(k_m\) are positive constants and the solution \(T_m\) of the parabolic model in an \(N\)-carrier system in 1D spherical coordinates continuously depends on the initial condition.

**Theorem 1.** The parabolic model in an \(N\)-carrier system in 1D spherical coordinates Eq. (3.1) is well-posed with respect to the initial condition Eq. (3.2) and heat source terms.

**Proof.** To analyze the well-posedness of the generalized micro heat transfer model in 1D spherical coordinates for non-equilibrium heating in an \(N\)-carrier system in 1D spherical coordinates, multiplying Eq. (3.1a) by \(r^2 T_i(r,t)\), Eq. (3.1b) by \(r^2 T_m(r,t)\) and Eq. (3.1c)
by \( r^2 T_m(r,t) \), summing together over \( m = 2, \ldots, N-1 \), rearranging the equation, this gives:

\[
\sum_{m=1}^{N} C_m \frac{\partial T_m(r,t)}{\partial t} r^2 T_m(r,t) = \sum_{m=1}^{N} k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) T_m(r,t) \\
- \sum_{m=1}^{N} G_{mm} \left[ T_m(r,t) - T_m \right] r^2 T_m(r,t) + \sum_{m=1}^{N} Q_m(r,t) r^2 T_m(r,t) dr. \tag{3.7}
\]

Integrating both sides of Eq. (3.7) over the interval \( 1 \leq r \leq L \) results in

\[
\int_{0}^{L} \sum_{m=1}^{N} C_m \frac{\partial T_m(r,t)}{\partial t} r^2 T_m(r,t) dr = \int_{0}^{L} \sum_{m=1}^{N} k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) T_m(r,t) dr \\
- \int_{0}^{L} \sum_{m=1}^{N} G_{mm} \left[ T_m(r,t) - T_m \right] r^2 T_m(r,t) dr + \int_{0}^{L} \sum_{m=1}^{N} Q_m(r,t) r^2 T_m(r,t) dr. \tag{3.8}
\]

The term on the left-hand-side (LHS) of Eq. (3.8) can be written as:

\[
\int_{0}^{L} \sum_{m=1}^{N} C_m \frac{\partial T_m(r,t)}{\partial t} T_m(r,t) r^2 dr = \frac{\partial}{\partial t} \left( \frac{1}{2} \int_{0}^{L} C_m T_m^2(r,t) r^2 dr \right). \tag{3.9}
\]

Applying integration by parts (Green’s Theorem: \( \int_{\partial D} (\Delta f - f \Delta g) dA = \int_{\partial D} \left( \frac{\partial f}{\partial n} - \frac{\partial g}{\partial n} \right) f ds \)) and the boundary condition Eq. (3.3), the first term of right-hand-side (RHS) of Eq. (3.9) can be simplified to

\[
\int_{0}^{L} \sum_{m=1}^{N} k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) T_m(r,t) dr \\
= -\int_{0}^{L} \sum_{m=1}^{N} k_m r^2 \left( \frac{\partial T_m(r,t)}{\partial r} \right)^2 dr + \sum_{m=1}^{N} k_m r^2 \frac{\partial T_m(r,t)}{\partial r} T_m(r,t) \bigg|_{0}^{L} \\
= -k_m \int_{0}^{L} r^2 \left( \frac{\partial T_m(r,t)}{\partial r} \right)^2 dr. \tag{3.10}
\]
Substituting Eqs. (3.9) and (3.10) into Eq. (3.8), multiplying the result by 2 leads to

\[
\frac{\partial}{\partial t} \left( \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr \right) + 2k_m \int_0^L \sum_{m=1}^N r^3 \left( \frac{\partial T_m(r,t)}{\partial r} \right)^2 \, dr \\
+ 2 \int_0^L \sum_{m,m'=1, m\neq m'} G_{mm'} \left[ T_m(r,t) - T_{m'}(r,t) \right] r^2 T_m(r,t) = 2 \int_0^L \sum_{m=1}^N Q_m(r,t) r^2 T_m(r,t) \, dr.
\] (3.11)

After the non-negative term in LHS of Eq. (3.11) is dropped, the result is

\[
\frac{\partial}{\partial t} \left( \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr \right) \leq 2 \int_0^L \sum_{m=1}^N Q_m(r,t) r^2 T_m(r,t) \, dr.
\] (3.12)

Using Cauchy-Schwartz's inequality \(2ab \leq \varepsilon a^2 + \frac{1}{\varepsilon} b^2\) for \(\varepsilon > 0\) results in

\[
2 \int_0^L \sum_{m=1}^N Q_m(r,t) T_m(r,t) r^2 \, dr \leq \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr + \int_0^L \sum_{m=1}^N \frac{1}{C_m} Q_m^2(r,t) r^2 \, dr.
\] (3.13)

Linking Eq. (3.12) and Eq. (3.13) provides a result of

\[
\frac{\partial}{\partial t} \left( \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr \right) \\
\leq \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr + \int_0^L \sum_{m=1}^N \frac{1}{C_m} Q_m^2(r,t) r^2 \, dr.
\] (3.14)

Letting

\[
F(t) = \int_0^L \sum_{m=1}^N C_m T_m^2 (r, t) r^2 \, dr
\] (3.15a)

and

\[
\Phi(t) = \int_0^L \sum_{m=1}^N \frac{1}{C_m} Q_m^2(r,t) r^2 \, dr,
\] (3.15b)

and substituting Eqs. (3.15a) and (3.15b) into Eq. (3.14) leads to
\[
\frac{\partial F(t)}{\partial t} \leq F(t) + \Phi(t). \tag{3.16}
\]

Integrating Eq. (3.16) with respect to \( t \) results in
\[
\int_0^t \frac{\partial F(t)}{\partial t} \, dt \leq \int_0^t F(s) \, ds + \int_0^t \Phi(s) \, ds, \tag{3.17}
\]
that is,
\[
F(t) - F(0) \leq \int_0^t F(s) \, ds + \int_0^t \Phi(s) \, ds. \tag{3.18}
\]

Using Gronwall’s lemma [64] (If \( \Omega(t) \geq 0 \) and \( \psi(t) \geq 0 \) are continuous functions such that
\[
\Omega(t) \leq Z_1 + Z_2 \int_0^t \psi(s) \Omega(s) \, ds
\]
holds for all \( t \) in \([t_0, t_\infty]\), where \( Z_1 \) and \( Z_2 \) are positive constants, then
\[
\Omega(t) \leq Z_1 \exp\left( Z_2 \int_0^t \psi(s) \, ds \right)
\]
holds for all \( t \) in \([t_0, t_\infty]\)) provides for any time \( t \) on \( 0 \leq t \leq t_0 \),
\[
F(t) \leq F(0) + \int_0^t F(s) \, ds + \int_0^t \Phi(s) \, ds \leq e^{\int_0^t F(s) \, ds + \int_0^t \Phi(s) \, ds}. \tag{3.19}
\]

Finally, substituting Eqs. (3.15a) and (3.15b) back into Eq. (3.19) results in an energy estimate for the \( N \)-carrier system in 1D spherical coordinates as follows:
\[
\int_0^t \sum_{m=1}^N C_m T_m^2(r, t) r^2 \, dr
\]
\[
\leq e^{\int_0^t \sum_{m=1}^N C_m T_m^2(r, 0) r^2 \, dr + \int_0^t \sum_{m=1}^N \frac{1}{C_m} Q_m^2(r, t) r^3 \, dr}, \tag{3.20}
\]
where \( 0 \leq t \leq t_0 \), that is, the solution of the parabolic model in an \( N \)-carrier system in 1D spherical coordinates, Eq. (3.1), is unique and is continuously dependent on the initial
condition and heat source terms, implying that the parabolic model in an N-carrier system in 1D spherical coordinates is well-posed.

3.2.2 3D Case

This section will prove the well-posedness of the parabolic model in an N-carrier system in 3D spherical coordinates Eq. (3.4). Before proving that the parabolic model in an N-carrier system in 3D spherical coordinates is well-posed, the coefficients $C_m$ are positive constants, the coefficients $k_m$ are positive constants and the solutions $T_m(r, \theta, \mu, t)$ of the parabolic model in an N-carrier system in 3D spherical coordinates continuously depend on the initial condition are assumed.

**Theorem 2.** The parabolic model in an N-carrier system in 3D spherical coordinates Eq. (3.4) is well-posed with respect to the initial condition Eq (3.5) and heat source terms.

**Proof.** To analyze the well-posedness of the parabolic model in an N-carrier system in 3D spherical coordinates, multiplying Eq. (3.4a) by $r^2 T_m(r, \theta, \mu, t)$, Eq. (3.4b) by $r^2 T_m(r, \theta, \mu, t)$ and Eq. (3.4c) by $r^2 T_m(r, \theta, \mu, t)$, then summing together over $m = 2, \ldots, N - 1$ and rearranging the equation, this gives:

\[
\begin{align*}
\sum_{m=1}^{N} C_m \frac{\partial T_m(r, \theta, \mu, t)}{\partial t} r^2 T_m(r, \theta, \mu, t) & = \sum_{m=1}^{N} T_m(r, \theta, \mu, t) k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r, \theta, \mu, t)}{\partial r} \right) \\
+ \sum_{m=1}^{N} k_m & \frac{1}{(1 - \mu^2)} \frac{\partial^2 T_m(r, \theta, \mu, t)}{\partial \theta^2} T_m(r, \theta, \mu, t) + \sum_{m=1}^{N} k_m \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_m(r, \theta, \mu, t)}{\partial \mu} \right) T_m(r, \theta, \mu, t) \\
& + \sum_{m=1}^{N} G_{mn} \left[ T_m(r, \theta, \mu, t) - T_n(r, \theta, \mu, t) \right] r^2 T_m(r, \theta, \mu, t) \\
& + \sum_{m=1}^{N} Q_m(r, \theta, \mu, t) r^2 T_m(r, \theta, \mu, t) .
\end{align*}
\]
Integrating both sides of Eq. (3.21) over all governing equations in \(1 \leq r \leq L\), \(1 \leq \theta \leq 2\pi\) and \(-1 \leq \mu \leq 1\), this gives:

\[
\begin{align*}
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} C_m \frac{\partial T_m(r, \theta, \mu, t)}{\partial t} r^2 T_m(r, \theta, \mu, t) \, dr \, d\theta \, d\mu \\
= \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r, \theta, \mu, t)}{\partial r} \right) \frac{\partial T_m(r, \theta, \mu, t)}{\partial r} \, dr \, d\theta \, d\mu \\
+ \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} \frac{k_m (1-\mu^2)}{\partial \mu} \frac{\partial T_m(r, \theta, \mu, t)}{\partial \mu} \frac{\partial T_m(r, \theta, \mu, t)}{\partial \mu} \, dr \, d\theta \, d\mu \\
+ \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m,n=1}^{N} G_{mn} \frac{\partial T_n(r, \theta, \mu, t)}{\partial \mu} \frac{\partial T_m(r, \theta, \mu, t)}{\partial \mu} \, dr \, d\theta \, d\mu \\
+ \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} Q_m(r, \theta, \mu, t) r^2 T_m(r, \theta, \mu, t) \, dr \, d\theta \, d\mu .
\end{align*}
\]

The term on the LHS of Eq. (3.22) can be written as:

\[
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} C_m \frac{\partial T_m(r, \theta, \mu, t)}{\partial t} r^2 T_m(r, \theta, \mu, t) \, dr \, d\theta \, d\mu
\]

\[
= \frac{\partial}{\partial t} \left( \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} \frac{T_m^2(r, \theta, \mu, t)}{2} \, r^2 \, dr \, d\theta \, d\mu \right).
\]

By Green's Theorem \( \int_D (\Delta f - f \Delta g) \, dA = \int_S \left( \frac{\partial g}{\partial n} - g \frac{\partial f}{\partial n} \right) \, dS \) and the boundary condition Eq. (3.6), the first term of RHS of Eq. (3.23) can be simplified as:

\[
\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \int_{0}^{L} \int_{0}^{\pi} \sum_{m=1}^{N} k_m \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r, \theta, \mu, t)}{\partial r} \right) T_m(r, \theta, \mu, t) \, dr \, d\theta \, d\mu
\]
Similarly, the second and third terms on the RHS of Eq. (3.23) can be simplified as follows:

\[
\begin{align*}
&\int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu , \\
&= \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu.
\end{align*}
\]

(3.24a)

and

\[
\begin{align*}
&\int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu , \\
&= \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu.
\end{align*}
\]

(3.24b)

Substituting Eqs. (3.23) and (3.24) into Eq. (3.22), multiplying both sides by 2 and rearranging, this gives:

\[
\begin{align*}
&\frac{\partial}{\partial t} \left( \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} C_{m} T_{n}^{2}(r, \theta, \mu, t) r^{2} dr d\theta d\mu \right) + 2 \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} r^{2} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu \\
&+ 2 \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} k_{m} \left( \frac{\partial T_{n}(r, \theta, \mu, t)}{\partial \mu} \right)^{2} dr d\theta d\mu \\
&+ 2 \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} G_{nm} \left[ T_{n}(r, \theta, \mu, t) - T_{m}(r, \theta, \mu, t) \right]^{2} r^{2} dr d\theta d\mu \\
&= 2 \int_{-r}^{r} \int_{-\theta}^{\theta} \sum_{m=1}^{N} Q_{m} r^{2} T_{n}(r, \theta, \mu, t) dr d\theta d\mu.
\end{align*}
\]

(3.25)

After the non-negative term in LHS of Eq. (3.25) is dropped,
\[
\frac{\partial}{\partial t} \left( \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} C_m T_m^2 (r, \theta, \mu, t) r^2 d\theta d\mu \right) \leq 2 \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} Q_{m}^2 T_m (r, \theta, \mu, t) r^2 d\theta d\mu \quad (3.26)
\]

is obtained. Using Cauchy-Schwartz's inequality \((2ab \leq \varepsilon a^2 + \frac{1}{\varepsilon} b^2 \text{ for } \varepsilon > 0)\) results in

\[
2 \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} Q_{m}^2 T_m (r, \theta, \mu, t) r^2 d\theta d\mu
\]

\[
\leq \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} C_m T_m^2 (r, \theta, \mu, t) r^2 d\theta d\mu + \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} \frac{1}{C_m} Q_{m}^2 (r, \theta, \mu, t) r^2 d\theta d\mu. \quad (3.27)
\]

Substituting Eq. (3.26) into Eq. (3.27) leads to

\[
\frac{\partial}{\partial t} \left( \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} C_m T_m^2 (r, \theta, \mu, t) r^2 d\theta d\mu \right)
\]

\[
\leq \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} C_m T_m^2 (r, \theta, \mu, t) r^2 d\theta d\mu + \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} \frac{1}{C_m} Q_{m}^2 (r, \theta, \mu, t) r^2 d\theta d\mu. \quad (3.28)
\]

Denoting

\[
F(t) = \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} C_m T_m^2 (r, \theta, \mu, t) r^2 d\theta d\mu \quad (3.29a)
\]

and

\[
\Phi(t) = \int_{-1}^{1} \int_{0}^{\pi} \sum_{m=1}^{N} \frac{1}{C_m} Q_{m}^2 (r, \theta, \mu, t) r^2 d\theta d\mu, \quad (3.29b)
\]

substituting Eqs. (3.28) and (3.29) into Eq. (3.27), and integrating both sides with respect to \(t\) provides:

\[
F(t) - F(0) \leq \int_{0}^{t} F(s) ds + \int_{0}^{t} \Phi(s) ds \quad (3.30)
\]

Using Gronwall's lemma [64], results in for any time \(t\) in \([0,t_0]\) leads to
Finally, substituting Eqs. (3.29a) and (3.29b) back into Eq. (3.31) results in

\[
\int_{-1}^{1} \int_{0}^{\pi} \int_{0}^{2\pi} C_n T_m^2(r, \theta, \mu, t) r^2 \, dr \, d\theta \, d\mu
\]

\[
\leq e^{\epsilon} \left( \int_{-1}^{1} \int_{0}^{\pi} \int_{0}^{2\pi} C_n T_m^2(r, \theta, \mu, 0) r^2 \, dr \, d\theta \, d\mu + \int_{-1}^{1} \int_{0}^{\pi} \int_{0}^{2\pi} \sum_{m=1}^{N} \frac{1}{C_m} Q_m^2(r, \theta, \mu, t) r^2 \, dr \, d\theta \, d\mu \right),
\]

that is, the solution to the parabolic model in an \( N \)-carrier system in 3D spherical coordinates is unique and is continuously dependent on the initial condition and heat sources, implying that the parabolic model in an \( N \)-carrier system in 3D spherical coordinates is well-posed.

\[\blacksquare\]
CHAPTER FOUR

NUMERICAL METHOD

Improved CN schemes for solving the model in 1D and 3D spherical coordinates are developed in Chapter Four. The stability of improved CN schemes is proved in this chapter. Also provided are general algorithms as the solver for the linear system from the improved schemes.

4.1 Finite Difference Schemes

4.1.1 1D Improved CN Scheme

To develop a finite difference scheme, \((T_m)^n_i\) is denoted as the numerical approximation of \((T_m)(i\Delta r)\), where \(\Delta r\) and \(\Delta t\) are the \(r\)-directional spatial and temporal mesh sizes, respectively, and \(r_i = i\Delta r\), \(0 \leq i \leq I + 1\), that \((I + 1)\Delta r = L\). Also, to briefly describe the 1D improved CN scheme, the following difference operators are defined:

\[
P_r\left[(T_m)^n_i\right] = r^3_{i-\frac{1}{2}} \frac{(T_m)_{i+1}^n - (T_m)_{i}^n}{\Delta r^2} - r^3_{i-\frac{1}{2}} \frac{(T_m)_{i}^n - (T_m)_{i-1}^n}{\Delta r^2}, \tag{4.1a}
\]

\[
W_r\left[(T_m)^n_i\right] = \frac{(T_m)_{i+1}^{n+1} + (T_m)_{i}^n}{2}. \tag{4.1b}
\]

The generalized micro heat transfer model, Eq. (3.1), can be solved using the well-known second-order accurate and unconditionally stable CN scheme as follows:
\[
C_n \frac{(T_n)_{i+1}^n - (T_n)_i^n}{\Delta t} = \frac{k_n}{r_i^2} P_r \{W_i[(T_n)_i^n]\} - \sum_{m=2}^{N} G_{nn} \left\{W_i[(T_n)_i^n] - W_i[(T_m)_i^n] + (Q_{m})_{i+1}^{n+\frac{1}{2}}\right\},
\]
(4.2a)

\[
C_n \frac{(T_m)_{i+1}^n - (T_m)_i^n}{\Delta t} = \frac{k_m}{r_i^2} P_r \{W_i[(T_n)_i^n]\} + \sum_{m=1}^{m-1} G_{mm} \left\{W_i[(T_m)_i^n] - W_i[(T_m)_i^n] + (Q_{m})_{i+1}^{n+\frac{1}{2}}\right\},
\]
(4.2b)

\[
C_n \frac{(T_N)_{i+1}^n - (T_N)_i^n}{\Delta t} = \frac{k_N}{r_i^2} P_r \{W_i[(T_N)_i^n]\}
\]
\[+ \sum_{m=1}^{N-1} G_{nn} \left\{W_i[(T_m)_i^n] - W_i[(T_N)_i^n] + (Q_{N})_{i+1}^{n+\frac{1}{2}}\right\}.\]
(4.2c)

To develop a numerical scheme, one usually adds a 1D fictitious boundary condition at the spherical center, \( r = 0 \),
\[
\frac{\partial T_n(0,t)}{\partial r} = 0, \quad m = 1, \ldots, N.
\]
The boundary condition Eq. (3.3) and the 1D fictitious boundary condition can be discretized by the conventional first-order method as [65]
\[
(T_m)_0^n = (T_m)_1^n \quad \text{(4.3a)}
\]
\[
(T_m)_{i+1}^n = (T_m)_i^n. \quad \text{(4.3b)}
\]

However, the above numerical scheme provides only first-order accuracy with respect to the spatial variable \( r \), which can be seen in the numerical example in Chapter Five.
The reason why the problem happens is probably the conventional method Eq. (4.3) is a first-order approximation of the Neumann boundary condition Eq. (3.3), although the CN scheme Eq. (4.2) has second-order accuracy. Furthermore, the discretization for the boundary condition Eq. (4.3) needs an additional point for the boundary. Thus, as one of contributions of this dissertation, the conventional method Eq. (4.3) is improved to second-order accuracy. This method shows advantages especially when \( L \) is in micro scale.

A 1D second-order scheme for the boundary condition, Eq. (3.3) and 1D fictitious boundary condition, is obtained by firstly designing a mesh, where the distance between the spherical center \( r = 0 \) and the actual left boundary \( r_i \) is set as \( \beta_1 \Delta r \) and the distance between the spherical boundary \( r = L \) and the actual right boundary \( r_i \) is set as \( \beta_2 \Delta r \), as shown in Figure 4.1.

![Figure 4.1 Mesh and locations of grid points of the 1D improved CN scheme in spherical coordinates.](image)

The finite difference approximation of \( \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) \) at the left boundary \( r_i \) is obtained as follows:
\[ b \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) \]

\[ = \frac{a}{\Delta r} \frac{r^2}{2} \left[ T_m(r_{\frac{3}{2}},t) - T_m(r_{\frac{1}{2}},t) \right] - \frac{1}{\Delta r} r^2 \frac{\partial T_m(r_{\frac{1}{2}} - \beta \Delta r, t)}{\partial r}, \quad (4.4) \]

where \( a, b, \beta \) are constants to be determined and \( r_{\frac{3}{2}} = r_{\frac{1}{2}} + \frac{\Delta r}{2} \). Expressing each term of LHS and RHS of Eq. (4.4) into Taylor series at \( r_{\frac{1}{2}} \) shows:

\[ LHS = br^2 \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + 2br \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) \]

and

\[ RHS = \frac{a}{\Delta r} \frac{r^2}{2} \left[ \Delta r \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + \frac{\Delta r^2}{2} \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + \frac{\Delta r^3}{6} \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) \right] \]

\[ - \frac{1}{\Delta r} r^2 \left[ \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) - \beta \Delta r \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + \frac{\beta^2 \Delta r^2}{2} \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) \right] + O(\Delta r^2) \]

\[ = \frac{1}{\Delta r} \left[ ar^2 - r_{\frac{1}{2}}^2 \right] \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + \left[ \frac{a}{2} r^2 + r_{\frac{1}{2}}^2 \beta \right] \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) \]

\[ + \frac{\Delta r}{2} \left[ \frac{a}{3} r_{\frac{1}{2}}^2 - r_{\frac{1}{2}}^2 \beta^2 \right] \left( T_m \right)_{r_{\frac{1}{2}}} (r_{\frac{1}{2}}, t) + O(\Delta r^2). \]

Matching LHS and RHS above, the following equations are obtained:

\[ \frac{1}{\Delta r} \left( ar^2 - r_{\frac{1}{2}}^2 \right) = 2br, \quad (4.5a) \]

\[ \frac{a}{2} r^2 + r_{\frac{1}{2}}^2 \beta = br^2, \quad (4.5b) \]

\[ \frac{a}{3} r_{\frac{1}{2}}^2 - r_{\frac{1}{2}}^2 \beta^2 = 0. \quad (4.5c) \]
Dividing Eq. (4.5a) by Eq. (4.5b) and then replacing \( a r_i^2 \) by \( 3r_i^2 \beta_i^2 \) from Eq. (4.5c) shows a quadratic equation with respect to \( \beta_i \) as:

\[
\beta_i^2 - \beta_i - 1 = 0.
\]

Solving the above equations with respect to \( \beta_i \) with \( \beta_i \geq 0 \) results in \( \beta_i = \frac{\sqrt{5} + 1}{2} \), and hence

\[
a \frac{b}{r_i^2} = \frac{r_i^2 \beta_i}{\left( \frac{\beta_i}{2} + \frac{1}{3} \right)}.
\]

Thus, after dropping the truncation error \( O(\Delta r^3) \), a second-order finite difference approximation at \( r_i \) is obtained:

\[
\frac{\partial}{\partial r} \left( r_i^2 \frac{\partial T_m(r,t)}{\partial r} \right) = \frac{a}{b \Delta r^2} r_i^2 \frac{T_m(r_i - \beta_i \Delta r, t)}{r_i^2} - \frac{1}{b \Delta r} r_i^2 \frac{\partial T_m(r_i - \beta_i \Delta r, t)}{\partial r}.
\]

Symmetrically, the finite difference approximation of \( \frac{\partial}{\partial r} \left( r_i^2 \frac{\partial T_m(r,t)}{\partial r} \right) \) is expressed at the right boundary \( r_i \) as follows:

\[
b \cdot \frac{\partial}{\partial r} \left( r_i^2 \frac{\partial T_m(r,t)}{\partial r} \right)_i = \frac{1}{\Delta r} r_i^2 \frac{\partial T_m(r_i + \beta_i \Delta r, t)}{\partial r} - \frac{a}{\Delta r^2} r_i^2 \left[ T_m(r_i, t) - T_m(r_{i+1, t}) \right],
\]

where \( a, b, \beta_2 \) are constants to be determined and \( r_{i-\frac{1}{2}} = r_i - \frac{\Delta r}{2} \). By expressing each term of LHS and RHS of Eq. (4.9) in Taylor series, and then matching both sides, the following equations are obtained:

\[
\frac{1}{\Delta r} \left( r_i^2 - a_i r_i^2 \right) = 2br_i.
\]
\[ r_i^2 \beta_2 + \frac{a'}{2} r_{i-\frac{1}{2}}^2 = b' r_i^2 , \quad (4.10b) \]

\[ r_i^2 \beta_2^2 - \frac{a'}{3} r_{i-\frac{1}{2}}^2 = 0 . \quad (4.10c) \]

Dividing Eq. (4.10a) by Eq. (4.10b) and then replacing \( a' r_{i-\frac{1}{2}}^2 \) by \( 3r_i^2 \beta_2^2 \) from Eq. (4.10c) results in a quadratic equation with respect to \( \beta_2 \) as:

\[ (3r_i + 3\Delta r) \beta_2^2 + 2\Delta \beta_2 - r_i = 0 . \quad (4.11) \]

If the number of grid points \( I \) is given, then the grid size and the coordinates of the grid points can be determined as follows:

\[ \Delta r = \frac{L}{I + \beta_1 + \beta_2 - 1}, \quad r_i = (i - 1 + \beta_1) \Delta r, \quad i = 1, \ldots, I. \quad (4.12) \]

Substituting Eq. (4.12) into Eq. (4.11) and then solving above equations respecting to \( \beta_2 \) with \( \beta_2 \geq 0 \) results in

\[ \beta_2 = \frac{\sqrt{4 + 3(\beta_1 + I)(\beta_1 + I - 1)} - 1}{3(\beta_1 + I)}, \quad (4.13a) \]

and

\[ \frac{a'}{b'} = \frac{r_i^2 \beta_2}{r_{i-\frac{1}{2}}^2 \left( \frac{\beta_2^2 + 1}{2} + \frac{4}{3} \right)}. \quad (4.13b) \]

Thus, after dropping the truncation error \( O(\Delta r^2) \), a second-order finite difference approximation at \( r_i \) is obtained:

\[ \frac{\partial}{\partial r} \left( r_i^2 \frac{\partial T_n(r,t)}{\partial r} \right) = \frac{1}{b' \Delta r} r_i^2 \frac{\partial T_n(r_i + \beta_2 \Delta r, t)}{\partial r} - \frac{a'}{b' \Delta r^2} r_{i-\frac{1}{2}}^2 \left[ (T_n)_{i}^n - (T_n)_{i-\frac{1}{2}}^n \right]. \quad (4.14) \]

Using the boundary condition, Eq. (3.3), Eqs. (4.9) and (4.14) can be simplified to
\[
\frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) \approx \frac{a}{b \Delta r^2} \frac{r_i^2}{r_i} (T_m)_{i}^{n} - (T_m)_{i-1}^{n}, \quad (4.15a)
\]
\[
\frac{\partial}{\partial r} \left( r^2 \frac{\partial T_m(r,t)}{\partial r} \right) \approx -\frac{a^*}{b^* \Delta r^2} \frac{r_i^2}{r_i} (T_m)_{i}^{n} - (T_m)_{i-1}^{n}. \quad (4.15b)
\]

It should be pointed out that the boundary condition, Eq. (3.3), is directly substituted into Eqs. (4.9) and (4.14) without discretization. Applying Eq. (4.15a) to Eq. (4.2a) results in the 1D improved CN scheme at \( r_i \):

\[
C_i \frac{(T_i)_{i+1}^{n+1} - (T_i)_{i}^{n}}{\Delta t} = \frac{k_i}{r_i^2} \frac{a}{b \Delta r} r_i^2 \nabla r \left( W_i \left[ (T_m)_{i}^{n} \right] \right)
\]
\[- \sum_{m=1}^{N} G_{mn} \left( W_i \left[ (T_m)_{m}^{n} \right] - W_i \left[ (T_m)_{i}^{n} \right] \right) + (Q_i)_{i}^{n+1}, \quad (4.16a)
\]
\[
C_n \frac{(T_m)_{i}^{n+1} - (T_m)_{i}^{n}}{\Delta t} = \frac{k_m}{r_i^2} \frac{a}{b \Delta r} r_i^2 \nabla r \left( W_i \left[ (T_m)_{i}^{n} \right] \right)
\]
\[- \sum_{m=n}^{N} G_{nm} \left( W_i \left[ (T_m)_{m}^{n} \right] - W_i \left[ (T_m)_{i}^{n} \right] \right) + (Q_m)_{i}^{n+1}, \quad (4.16b)
\]
\[
C_N \frac{(T_N)_{i}^{n+1} - (T_N)_{i}^{n}}{\Delta t} = \frac{k_N}{r_i^2} \frac{a}{b \Delta r} r_i^2 \nabla r \left( W_i \left[ (T_m)_{i}^{n} \right] \right)
\]
\[- \sum_{m=1}^{N-1} G_{nm} \left( W_i \left[ (T_m)_{m}^{n} \right] - W_i \left[ (T_m)_{i}^{n} \right] \right) + (Q_m)_{i}^{n+1}. \quad (4.16c)
\]

By keeping Eq. (4.2b) unchanged, and applying Eq. (4.15b) to Eq. (4.2c), the 1D improved CN scheme at \( r_i \) is obtained:

\[
C_i \frac{(T_i)_{i+1}^{n+1} - (T_i)_{i}^{n}}{\Delta t} = -\frac{k_i}{r_i^2} \frac{a^*}{b^* \Delta r} r_i^2 \nabla r \left( (T_i)_{i}^{n} \right)
\]
\[- \sum_{m=1}^{N} G_{mn} \left( W_i \left[ (T_m)_{m}^{n} \right] - W_i \left[ (T_m)_{i}^{n} \right] \right) + (Q_i)_{i}^{n+1}. \quad (4.17a)
\]
Hence, the 1D improved CN scheme is obtained: Eq. (4.2) for interior points $r_i$ $(i = 2, \cdots, I-1)$ and Eq. (4.16) for grid point $r_I$ and Eq. (4.17) for grid point $r_I$ for a second-order discretization of the parabolic model in an $N$-carrier system in 1D spherical coordinates. The truncation error of the 1D improved CN scheme is $(\Delta t^2 + \Delta r^2)$ at all grid points $\left( r_n, t_{n+\frac{1}{2}} \right), i = 1, \cdots, I$.

### 4.1.2 3D First Improved CN Scheme

A finite difference schemes is developed by denoting $\left( T_m \right)_{i,j,k}^{n}$ as the numerical approximation of $\left( T_m \right)(i\Delta r, j\Delta \theta, k\Delta \mu, n\Delta t)$, where $\Delta r, \Delta \theta, \Delta \mu$ and $\Delta t$ are the $r, \theta, \mu$-directional spatial and temporal mesh sizes, respectively, and $r_i = i\Delta r$, $\theta_j = j\Delta \theta$, $\mu_k = k\Delta \mu$, $0 \leq i \leq I + 1$, $0 \leq j \leq J + 1$, $0 \leq k \leq K$, so that $(I+1)\Delta r = L$, $J\Delta \theta = 2\pi$ and $K\Delta \mu = 2$. In order to briefly describe the 3D first improved CN scheme, following finite difference operators are defined:

$$ P_i \left[ (T_m)^n_{i,j,k} \right] = r_i^2 \frac{\left( T_m \right)^n_{i+\frac{1}{2},j,k} - \left( T_m \right)^n_{i,j,k}}{\Delta r^2} - r_i^2 \frac{\left( T_m \right)^n_{i-\frac{1}{2},j,k} - \left( T_m \right)^n_{i,j,k}}{\Delta r^2}, \quad (4.18a) $$
\begin{align}
\mathbb{P}_0 \left[ \langle T \rangle_{ijk}^{n+1} \right] &= \frac{\langle T \rangle_{ijk}^{n} - 2\langle T \rangle_{ijk}^{n} + \langle T \rangle_{ijk}^{n-1}}{\Delta t}, \\
\mathbb{P}_x \left[ \langle T \rangle_{ijk}^{n+1} \right] &= \left( 1 - \mu^2 \right) \left( \langle T \rangle_{ijk}^{n} \right) - \left( 1 - \mu^2 \right) \left( \langle T \rangle_{ijk}^{n} \right), \quad \text{(4.18b)} \\
\mathbb{P}_y \left[ \langle T \rangle_{ijk}^{n+1} \right] &= \left( 1 - \mu^2 \right) \left( \langle T \rangle_{ijk}^{n} \right) - \left( 1 - \mu^2 \right) \left( \langle T \rangle_{ijk}^{n} \right), \quad \text{(4.18c)} \\
\nabla_x \langle T \rangle_{ijk}^{n+1} &= \frac{\langle T \rangle_{ijk}^{n} - \langle T \rangle_{ijk}^{n-1}}{\Delta x}, \\
\nabla_y \langle T \rangle_{ijk}^{n+1} &= \frac{\langle T \rangle_{ijk}^{n} - \langle T \rangle_{ijk}^{n-1}}{\Delta y}, \\
\nabla_z \langle T \rangle_{ijk}^{n+1} &= \frac{\langle T \rangle_{ijk}^{n} - \langle T \rangle_{ijk}^{n-1}}{\Delta z}. \\
\end{align}

Also, the time average of mesh function \( \langle T \rangle_{ijk}^{n} \) is defined as:

\[
W_t \left[ \langle T \rangle_{ijk}^{n} \right] = \frac{\langle T \rangle_{ijk}^{n+1} + \langle T \rangle_{ijk}^{n}}{2}.
\]

The parabolic model in an \( N \)-carrier system in 3D spherical coordinates Eq. (3.4) can be solved using the 3D CN scheme as follows:

\[
C_t \frac{(T_i)_{ijk}^{n+1} - (T_i)_{ijk}^{n}}{\Delta t} = k_t \left( \frac{1}{r_i^2} \right) \mathbb{P}_t \left[ W_t \left[ (T_i)_{ijk}^{n} \right] \right] + \frac{k_t}{r_i^2 \left( 1 - \mu^2 \right)} \mathbb{P}_x \left[ W_t \left[ (T_i)_{ijk}^{n} \right] \right] \\
+ \frac{k_t}{r_i^2 \left( 1 - \mu^2 \right)} \mathbb{P}_y \left[ W_t \left[ (T_i)_{ijk}^{n} \right] \right] - \sum_{m=2}^{\infty} G_{mn} \left( [W_t \left[ (T_i)_{ijk}^{n} \right] - W_t \left[ (T_i)_{ijk}^{n} \right]] + \langle Q \rangle_{ijk}^{n+1} \right) + \langle Q \rangle_{ijk}^{n+1} \\
C_n \frac{(T_n)_{ijk}^{n+1} - (T_n)_{ijk}^{n}}{\Delta t} = k_n \left( \frac{1}{r_i^2} \right) \mathbb{P}_n \left[ W_n \left[ (T_n)_{ijk}^{n} \right] \right] + \frac{k_n}{r_i^2 \left( 1 - \mu^2 \right)} \mathbb{P}_x \left[ W_n \left[ (T_n)_{ijk}^{n} \right] \right] \\
+ \frac{k_n}{r_i^2 \left( 1 - \mu^2 \right)} \mathbb{P}_y \left[ W_n \left[ (T_n)_{ijk}^{n} \right] \right] - \sum_{m=1}^{\infty} G_{nm} \left( [W_n \left[ (T_n)_{ijk}^{n} \right] - W_n \left[ (T_n)_{ijk}^{n} \right]] + \langle Q \rangle_{ijk}^{n+1} \right) + \langle Q \rangle_{ijk}^{n+1}
\]
\[- \sum_{m=n+1}^N G_{nm} \left\{ W_t \left[ (T_n)_m^{n} \right] - W_r \left[ (T_m)_n^{n} \right] \right\} + \left( Q_n \right)_{n+1/2}^n, \]  
(4.19b)

\[ C_N \frac{(T_N)_m^{n+1} - (T_N)_m^{n}}{\Delta t} = k_N \sum_{m=1}^N P_r \left\{ W_t \left[ (T_s)_m^{n} \right] \right\} + \frac{k_N}{r_c^2} \left( 1 - \mu_k^2 \right) P_\theta \left\{ W_t \left[ (T_N)_m^{n} \right] \right\} \]

\[ + \frac{k_N}{r_c^2} P_\mu \left\{ W_t \left[ (T_s)_m^{n} \right] \right\} + \sum_{m=1}^N G_{nm} \left\{ W_t \left[ (T_s)_m^{n} \right] - W_r \left[ (T_m)_n^{n} \right] \right\} + \left( Q_N \right)_{n+1/2}^n. \]  
(4.19c)

The initial condition is set to be \((T_n)_m^{0} = (T_N)_m^{0}\). To develop a numerical scheme, one usually adds a 3D fictitious boundary condition at center, \(r = 0\):

\[ \frac{\partial T_n(0, \theta, \mu, t)}{\partial r} = 0, \quad m = 1, \ldots, N. \]

The boundary condition Eq. (3.6) and the 3D fictitious boundary condition can be discretized by the first-order method as:

\[ (T_n)_t^{n+1} = (T_n)_t^{n-1}, \quad (T_n)_r^{n+1} = (T_n)_r^{n}, \]  
(4.20a)

\[ (T_n)_\theta^{n+1} = (T_n)_\theta^{n}, \]  
(4.20b)

for any time level \(n\), where \(m = 1, \ldots, N\). For clarity \((T_n)_r^{n+1}\) is the approximation of \(T_n(r, -\Delta \theta, \mu_k, n\Delta t)\). Eqs. (3.6a) and the 3D fictitious boundary condition may be discretized using the conventional first-order method as [65]

\[ (T_n)_{r,\theta}^{n} = (T_n)_{r,\theta}^{n-1}, \quad m = 1, \ldots, N \]  
(4.20c)

\[ (T_n)_{r,\theta}^{n} = (T_n)_{r,\theta}^{n}, \quad m = 1, \ldots, N. \]  
(4.20d)

However, the above numerical scheme provides only a first-order accurate solution with respect to the spatial variable \(r\), which can be seen in Chapter Five. Thus, Chapter Four, we improve the finite difference scheme at the boundary, Eqs. (3.6a) and 3D fictitious
boundary condition, so that both the unconditional stability of schemes and the accurate numerical solutions can be achieved. This is important because the length $L$ could be in microscale, and a higher-order accurate and unconditionally stable scheme will provide a more accurate solution in a small grid size.

Based on the work in Section 4.1.1 of Chapter Four, the 3D first improved CN scheme for the parabolic model Eq. (3.4) at $r_i$ and $r_j$ is developed. At $r_i$, the 3D first improved CN scheme can be developed as follows:

$$
C_i \frac{(T_i)_{i,j,k}^{n+1} - (T_i)_{i,j,k}^{n}}{\Delta t} = \frac{k_i a r_i^2}{r_i^2 b \Delta r} \nabla_i \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] \right\} + \frac{k_i}{r_i^2 (1 - \mu_i)} P_{i} \left\{ W_i \left[ (T_i)_{i,j,k}^{n} \right] \right\} 
+ \frac{k_i}{r_i^2} P_{i} \left\{ W_i \left[ (T_i)_{i,j,k}^{n} \right] \right\} - \sum_{m=1}^{N} G_{mm} \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] - W_i \left[ (T_i)_{i,j,k}^{n} \right] \right\} + (Q_i)_{i,j,k}^{n+1},
$$

(4.21a)

$$
C_m \frac{(T_m)_{j,k}^{n+1} - (T_m)_{j,k}^{n}}{\Delta t} = \frac{k_m a r_j^2}{r_j^2 b \Delta r} \nabla_j \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] \right\} + \frac{k_m}{r_j^2 (1 - \mu_j)} P_{j} \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] \right\} 
+ \frac{k_m}{r_j^2} P_{j} \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] \right\} - \sum_{m=1}^{N} G_{mm} \left\{ W_i \left[ (T_m)_{i,j,k}^{n} \right] - W_i \left[ (T_m)_{i,j,k}^{n} \right] \right\} + (Q_m)_{i,j,k}^{n+1},
$$

(4.21b)

$$
C_{N} \frac{(T_N)_{j,k}^{n+1} - (T_N)_{j,k}^{n}}{\Delta t} = \frac{k_N a r_j^2}{r_j^2 b \Delta r} \nabla_j \left\{ W_i \left[ (T_N)_{i,j,k}^{n} \right] \right\} + \frac{k_N}{r_j^2 (1 - \mu_j)} P_{N} \left\{ W_i \left[ (T_N)_{i,j,k}^{n} \right] \right\} 
+ \frac{k_N}{r_j^2} P_{N} \left\{ W_i \left[ (T_N)_{i,j,k}^{n} \right] \right\} - \sum_{m=1}^{N} G_{mn} \left\{ W_i \left[ (T_N)_{i,j,k}^{n} \right] - W_i \left[ (T_N)_{i,j,k}^{n} \right] \right\} + (Q_N)_{i,j,k}^{n+1}.
$$

(4.21c)

Similarly, the 3D first improved CN scheme at $r_j$ is developed as follows:

$$
C_{l} \frac{(T_l)_{i,j,k}^{n+1} - (T_l)_{i,j,k}^{n}}{\Delta t} = \frac{k_l a r_l^2}{r_l^2 b \Delta r} \nabla_l \left\{ W_i \left[ (T_l)_{i,j,k}^{n} \right] \right\} + \frac{k_l}{r_l^2 (1 - \mu_l)} P_{l} \left\{ W_i \left[ (T_l)_{i,j,k}^{n} \right] \right\} 
+ \frac{k_l}{r_l^2} P_{l} \left\{ W_i \left[ (T_l)_{i,j,k}^{n} \right] \right\} - \sum_{m=1}^{N} G_{lm} \left\{ W_i \left[ (T_l)_{i,j,k}^{n} \right] - W_i \left[ (T_l)_{i,j,k}^{n} \right] \right\} + (Q_l)_{i,j,k}^{n+1}.
$$
\[ n_i \sum_{m=2}^N G_{im} \{ W_i \left[ (T_m)_{ij}^n \right] - W_i \left[ (T_m)_{ijk} \right] \} + \left( Q_{ij} \right)_{ijk}^{n-\frac{1}{2}}, \tag{4.22a} \]

\[ C_m \frac{(T_m)_{ijk}^{n+1} - (T_m)_{ijk}^n}{\Delta t} = \frac{k_m a_i^2 r_i^2}{r_i^2 b^2 \Delta r} \nabla \cdot \left\{ W_i \left[ (T_n)_{ij}^n \right] \right\} + \frac{k_m}{r_i^2} P \left\{ W_i \left[ (T_m)_{ijk}^n \right] \right\} \\
+ \frac{k_m}{r_i^2} P \left\{ W_i \left[ (T_n)_{ij}^n \right] \right\} + \sum_{m=2}^N G_{im} \left\{ W_i \left[ (T_m)_{ij}^n \right] - W_i \left[ (T_m)_{ijk}^n \right] \right\} + \left( Q_{ij} \right)_{ijk}^{n-\frac{1}{2}}, \tag{4.22b} \]

\[ C_n \frac{(T_n)_{ijk}^{n+1} - (T_n)_{ijk}^n}{\Delta t} = \frac{k_n a_i^2 r_i^2}{r_i^2 b^2 \Delta r} \nabla \cdot \left\{ W_i \left[ (T_n)_{ij}^n \right] \right\} + \frac{k_n}{r_i^2} P \left\{ W_i \left[ (T_n)_{ijk}^n \right] \right\} \\
+ \frac{k_n}{r_i^2} P \left\{ W_i \left[ (T_n)_{ij}^n \right] \right\} + \sum_{m=2}^N G_{im} \left\{ W_i \left[ (T_n)_{ij}^n \right] - W_i \left[ (T_n)_{ijk}^n \right] \right\} + \left( Q_{ij} \right)_{ijk}^{n-\frac{1}{2}}. \tag{4.22c} \]

Hence, the 3D first improved CN scheme consists of Eq. (4.19) for interior grid point \( r_i \) where \( i = 2, \cdots, I - 1 \), and Eq. (4.21) for the left boundary \( r_l \) and Eq. (4.22) for the right boundary \( r_r \). It can be seen that the truncation error for the scheme with respect to \( r \) has the order of \( \Delta r^2 \) at all grid points \( \left( r_i, \theta_j, \mu_k, t_{\frac{n+1}{2}} \right) \).

### 4.1.3 3D Second Improved CN Scheme

It is noted that the above improved finite difference scheme consists of the 3D fictitious boundary condition. If the fictitious condition is noted, the value of \( (T_m)_{ijk}^{n-\frac{1}{2}} \) at the center is needed to determine in Eq. (4.19) when \( i = 1 \). To this end, the mesh in Figure 4.1 is first modified as shown in Figure 4.2.
Figure 4.2 Mesh and locations of grid points of the 3D second improved CN scheme in spherical coordinates.

Following the idea in [65], multiplying both sides of Eq. (3.4a) by $r^2$, and then integrating both sides over $0 \leq r \leq \varepsilon, 0 \leq \theta \leq 2\pi$, and $-1 \leq \mu \leq 1$ with respect to $r, \theta, \mu$ results in:

\[
\iint_{0}^{2\pi} \int_{-1}^{1} \int_{0}^{r} C r^2 \frac{\partial T_i(r, \theta, \mu, t)}{\partial t} dr d\theta d\mu = \iint_{0}^{2\pi} \int_{-1}^{1} \int_{0}^{r} k_1 \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_i(r, \theta, \mu, t)}{\partial r} \right) dr d\theta d\mu
\]

\[
+ \iint_{0}^{2\pi} \int_{-1}^{1} \int_{0}^{r} \frac{k_1}{(1 - \mu^2)} \frac{\partial^2 T_i(r, \theta, \mu, t)}{\partial \theta^2} dr d\theta d\mu + \iint_{0}^{2\pi} \int_{-1}^{1} \int_{0}^{r} k_1 \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_i(r, \theta, \mu, t)}{\partial \mu} \right) dr d\theta d\mu
\]

\[
- \iint_{0}^{2\pi} \int_{-1}^{1} \sum_{m=2}^{N} G_m \left[ T_i(r, \theta, \mu, t) - T_m(r, \theta, \mu, t) \right] dr d\theta d\mu
\]

\[
+ \iint_{0}^{2\pi} \int_{-1}^{1} \int_{0}^{r} Q_i(r, \theta, \mu, t) dr d\theta d\mu.
\]

Replacing $\frac{\partial T_i(r, \theta, \mu, t)}{\partial t}$, $[T_i(r, \theta, \mu, t) - T_m(r, \theta, \mu, t)]$ and $Q_i(r, \theta, \mu, t)$ with those values at the spherical center $r = 0$, calculating integrals in Eq. (4.23) and using boundary condition Eq. (3.6b) leads to
Here, denote \((T_m)_0 = T_m(0, \theta, \mu, t), m = 1, \ldots, N\), and \((Q)_0 = Q(0, \theta, \mu, t)\). Deriving the equation and setting \(\varepsilon = \Delta r / 2\) results in the 3D second improved CN scheme at spherical center \(r = 0\):

\[
\frac{4\pi \varepsilon^3}{3} C_1 \frac{\partial (T_i)_0}{\partial t} = \int_{-1}^{1} \int_{0}^{2\pi} k \varepsilon^2 \frac{\partial T_i(r, \theta, \mu, t)}{\partial r} \, d\theta \, d\mu - \frac{4\pi \varepsilon^3}{3} \sum_{m=2}^{N} G_{mn} \left[ (T_i)_0 - (T_m)_0 \right] + \frac{4\pi \varepsilon^3}{3} (Q_i)_0.
\]

Using a similar process for Eq. (3.4b) and (3.4c) leads to

\[
C_n \frac{(T_m)_0^{n+1} - (T_m)_0^n}{\Delta t} = \frac{3k_n}{2\pi \Delta r} \Delta \theta \Delta \mu \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \nabla W_j \left[ (T_m)_{1,\mu}^{n} \right] + \sum_{m=1}^{N} G_{mn} \left[ W_i \left[ (T_m)_0^{n+1} \right] - W_i \left[ (T_m)_0^n \right] \right]
- \sum_{m=1}^{N} G_{mn} \left[ W_i \left[ (T_m)_0^{n+1} \right] - W_i \left[ (T_m)_0^n \right] \right] + (Q_m)_0^{n+1/2},
\]

\[
C_m \frac{(T_m)_0^{n+1} - (T_m)_0^n}{\Delta t} = \frac{3k_m}{2\pi \Delta r} \Delta \theta \Delta \mu \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \nabla W_j \left[ (T_m)_{1,\mu}^{n} \right] 
+ \sum_{m=1}^{N} G_{mn} \left[ W_i \left[ (T_m)_0^{n+1} \right] - W_i \left[ (T_m)_0^n \right] \right] + (Q_m)_0^{n+1/2}.
\]

\[
C_N \frac{(T_N)_0^{n+1} - (T_N)_0^n}{\Delta t} = \frac{3k_N}{2\pi \Delta r} \Delta \theta \Delta \mu \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \nabla W_j \left[ (T_N)_{1,\mu}^{n} \right] 
+ \sum_{m=1}^{N} G_{mn} \left[ W_i \left[ (T_m)_0^{n+1} \right] - W_i \left[ (T_m)_0^n \right] \right] + (Q_N)_0^{n+1/2}.
\]
Hence, the 3D second improved CN scheme consists of Eq. (4.19) for interior grid point \( r_i \) where \( i = 2, \cdots, I - 1 \), and Eq. (4.24) for the left boundary \( r_l \) and Eq. (4.22) for the right boundary \( r_r \). Again, it can be seen that the truncation error for the scheme with respect to \( r \) has an order of \( \Delta r^2 \) at all grid points \( \left( r_i, \theta_j, \mu_k, t_{n+\frac{1}{2}} \right) \).

### 4.2 Stability

#### 4.2.1 Stability of 1D Improved CN Scheme

Proving the stability of the 1D improved CN scheme requires firstly building two lemmas, Lemma 1 and Lemma 2. The stability is proved basing on the two lemmas. The key to prove the stability of the 1D improved CN scheme is to consider the left boundary \( r_l \), interior points \( r_i (i = 2, \cdots, I - 1) \) and the right boundary \( r_r \) separately.

**Lemma 1.** For any mesh function \( (T_m)_i^m \),

\[
[(T_m)_i^m + (T_m_i^m)] \cdot [(T_m_i^m) - (T_m_i^m)] = \left\{ [(T_m)_i^m]^2 - [(T_m_i^m)]^2 \right\},
\]

where \( 1 \leq m \leq N \).

**Lemma 2.** For any mesh function \( (T_m)_i^m \),

\[
\Delta r \sum_{m=2}^{N-1} P_m \left[ (T_m)_i^m \cdot (T_m)_i^m + r_{\frac{1}{2}}^2 \nabla_i (T_m)_i^m \cdot (T_m)_i^m - r_{\frac{1}{2}}^2 \nabla_i (T_m)_i^m \cdot (T_m)_i^m \right]
\]

\[
= -\Delta r \sum_{m=2}^{N-1} r_{\frac{1}{2}}^2 \left[ \nabla_i (T_m)_i^m \right]^2.
\]

**Proof:**

\[
LHS = \Delta r \sum_{m=2}^{N-1} \left\{ r_{\frac{1}{2}}^2 \left[ (T_m)_i^m - (T_m)_i^m \right] - r_{\frac{1}{2}}^2 \left[ (T_m)_i^m - (T_m)_i^m \right] \right\} \cdot (T_m)_i^m.
\]
Theorem 3. The 1D improved CN scheme, Eqs. (4.2), (4.16) and (4.17), is unconditionally stable with respect to the initial condition \((T_m)^0 = (T_m^0)\), and source terms.

Proof. By multiplying Eq. (4.2a) by \(r^2 \Delta r W_i\), Eq. (4.2b) by \(r^2 \Delta r W_i\), Eq. (4.2c) by \(r^2 \Delta r W_i\), Eq. (4.6a) by \(r^2 \Delta r W_i\), Eq. (4.6b) by \(r^2 \Delta r W_i\), Eq. (4.6c) by \(r^2 \Delta r W_i\), Eq. (4.7a) by \(r^2 \Delta r W_i\), Eq. (4.7b) by \(r^2 \Delta r W_i\), Eq. (4.7c) by \(r^2 \Delta r W_i\), adding them together over \(1 \leq m \leq N\), and using Lemma 1 and Lemma 2, this gives:

\[
\frac{2 \Delta r}{\Delta t} \sum_{m=1}^{N} C_m \left( \frac{b}{a} r_j \left( (T_m)^{n+1} \right) - (T_m)^n \right)^2 + \sum_{i=1}^{i-1} r^2 \left( (T_m)^{n+1} \right) - (T_m)^n \right)^2 = -\Delta r \sum_{m=1}^{N} k_m \sum_{i=1}^{i-1} \left( \nabla W_i \left( (T_m)^n \right) \right)^2
\]

\[
-\Delta r \sum_{m,n=1 \atop m \neq n} G_{mn} \left( \frac{b}{a} r_j \left( W_i \left( (T_m)^n \right) - W_i \left( (T_m)^n \right) \right)^2 + \sum_{i=1}^{i-1} r^2 \left( W_i \left( (T_m)^n \right) - W_i \left( (T_m)^n \right) \right)^2 + \frac{b^*}{a} r_j \left( W_i \left( (T_m)^n \right) - W_i \left( (T_m)^n \right) \right)^2 + 2 \Delta r \sum_{m=1}^{N} \frac{b}{a} r_j W_i \left( (T_m)^n \right) (Q_m)^{n+1} \right)
\]
\[ + \sum_{j=2}^{\infty} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] + \frac{b^*}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \right]. \]  

(4.27)

Dropping negative terms in RHS of Eq. (4.27) provides the result:

\[ \frac{2 \Delta r}{\Delta t} \sum_{m=1}^{A} C_m \left\{ \frac{b}{a} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] \right\} + \sum_{j=2}^{\infty} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \right] \right\} \leq 2 \Delta r \sum_{m=1}^{A} \frac{b}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

\[ + \sum_{j=2}^{\infty} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \} \leq 2 \Delta r \sum_{m=1}^{A} \frac{b}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

Using Cauchy-Schwartz’s inequality leads to

\[ 2^2 \left[ (Q_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \]

\[ \leq 2 C_m \left[ (T_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] + \frac{1}{C_m} \left[ (Q_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

(4.29)

Substituting Eq. (4.29) into Eq. (4.28), and multiplying both sides by \( \Delta t \) results in

\[ \frac{2 \Delta r}{\Delta t} \sum_{m=1}^{A} C_m \left\{ \frac{b}{a} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (T_m)_i^\alpha \right] \right\} + \sum_{j=2}^{\infty} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

\[ + \frac{b^*}{a} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \leq 2 \Delta r \sum_{m=1}^{A} \frac{b}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

\[ + \sum_{j=2}^{\infty} r_i^j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \} \leq 2 \Delta r \sum_{m=1}^{A} \frac{b}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

\[ + \Delta r \Delta t \sum_{m=1}^{A} \frac{1}{C_m} \left\{ \frac{b}{a} r_i^j \left[ (Q_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \right\} + \sum_{j=2}^{\infty} r_i^j \left[ (Q_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

(4.30)

Denoting

\[ F \left( n \right) = 2 \Delta r \sum_{m=1}^{A} \frac{b}{a} r_i^j W_j \left[ (T_m)_i^\alpha \right] \left[ (Q_m)_i^\alpha \right] \}

(4.31a)
and

\[
\Phi(n) = \Delta t \sum_{m=1}^{N} \frac{1}{C_m} \left[ \frac{b}{a} r_1^2 \left( Q_m \right)_{1}^{n+1,1/2} + \sum_{i=2}^{l} r_i^2 \left( Q_m \right)_{i}^{n+1,1/2} + \frac{b}{a} r_1^2 \left( Q_m \right)_{1}^{n+1,1/2} \right],
\]  

(4.31b)

and substituting Eq. (4.31a) and Eq. (4.31b) into Eq. (4.30), this gives:

\[
F(n+1) 
\leq \left( \frac{1 + \Delta t}{1 - \Delta t} \right) F(n) + \frac{\Delta t}{1 - \Delta t} \Phi(n) 
\]

\[
\leq \left( \frac{1 + \Delta t}{1 - \Delta t} \right) \left[ (1 + \Delta t) F(n-1) + \frac{\Delta t}{1 - \Delta t} \Phi(n-1) \right] + \frac{\Delta t}{1 - \Delta t} \Phi(n) 
\]

\[
\leq \left( \frac{1 + \Delta t}{1 - \Delta t} \right)^{n+1} F(0) + \left( \frac{1 + \Delta t}{1 - \Delta t} \right) \left[ 1 + \frac{(1 + \Delta t)^{1}}{1 - \Delta t} + \cdots + \frac{(1 + \Delta t)^{n}}{1 - \Delta t} \right] \max_{0 \leq n \leq m} \Phi(n) 
\]

\[
\leq \left( \frac{1 + \Delta t}{1 - \Delta t} \right)^{n+1} \left( F(0) + \max_{0 \leq n \leq m} \Phi(n) \right). 
\] 

(4.32)

Using the inequalities \((1 + \varepsilon)^{n} \leq e^{n \varepsilon}\) for \(\varepsilon > 0\) and \((1 - \varepsilon)^{-1} \leq e^{2 \varepsilon}\) for \(0 < \varepsilon < \frac{1}{2}\) results in \((1 + \Delta t)^{n+1} \leq e^{(n+1)\Delta t}\) and \((1 - \Delta t)^{-1} \leq e^{2\Delta t}\). Multiplying the two inequalities together results in

\[
(1 + \Delta t)^{n+1} (1 - \Delta t)^{-(n+1)} 
\leq e^{(n+1)\Delta t} \cdot e^{2(n+1)\Delta t} = e^{3(n+1)\Delta t}. 
\] 

(4.33)

Substituting Eq. (4.33) into Eq. (4.32) leads to

\[
F(n+1) \leq e^{3(n+1)\Delta t} \left( F(0) + \max_{0 \leq n \leq m} \Phi(n) \right) \leq e^{3\Delta t} \left( F(0) + \max_{0 \leq n \leq m} \Phi(n) \right),
\]

that is, for any \(0 \leq (n+1)\Delta t \leq t_0\), the scheme is unconditionally stable with respect to the initial condition and heat source terms.
### 4.2.2 Stability of 3D First Improved CN Scheme

Proving the stability of the 3D first improved CN scheme requires building Lemma 3. Next, the stability will be proved basing on Lemma 1 and Lemma 3.

**Lemma 3.** For any mesh function \((T_m)_i^{n+1}\) with satisfying the boundary condition, Eq. (3.6) has

\[
\Delta \varphi \sum_{i=2}^{k-1} P_i \left[ (T_m)_i^{n+1} - (T_m)_i^{n} \right] \cdot (T_m)_i^{n+1} = -\Delta \varphi \sum_{i=2}^{k-1} \left[ \nabla_i (T_m)_i^{n} \right]^2,
\]

\[
\Delta \theta \sum_{j=0}^{j-1} P_\theta \left[ (T_m)_j^{n+1} - (T_m)_j^{n} \right] \cdot (T_m)_j^{n+1} = -\Delta \theta \sum_{j=0}^{j-1} \left[ \nabla_\theta (T_m)_j^{n} \right]^2,
\]

\[
\Delta \mu \sum_{k=0}^{K-1} P_\mu \left[ (T_m)_k^{n+1} - (T_m)_k^{n} \right] \cdot (T_m)_k^{n+1} = -\Delta \mu \sum_{k=0}^{K-1} \left[ (1-\mu^2) \nabla_\mu (T_m)_k^{n} \right]^2
\]

for any \(1 \leq i \leq I\).

**Proof.** The LHS of Eq. (4.34a) can be changed to

\[
LHS = \frac{1}{\Delta \varphi} \sum_{i=2}^{k-1} \left\{ r_i \nabla_i (T_m)_i^{n+1} \cdot (T_m)_i^{n+1} - r_{i-1} \nabla_i (T_m)_i^{n} \cdot (T_m)_i^{n} \right\} \cdot (T_m)_i^{n+1}
\]

\[
= \sum_{i=2}^{k-1} r_i \nabla_i (T_m)_i^{n+1} \cdot (T_m)_i^{n+1} - \sum_{i=2}^{k-1} r_{i-1} \nabla_i (T_m)_i^{n} \cdot (T_m)_i^{n}
\]

\[
+ r_i \nabla_i (T_m)_i^{n+1} \cdot (T_m)_i^{n+1} - r_{i-1} \nabla_i (T_m)_i^{n} \cdot (T_m)_i^{n}
\]

\[
= \sum_{i=2}^{k-1} r_i \nabla_i (T_m)_i^{n+1} \cdot (T_m)_i^{n+1} - \sum_{i=2}^{k-1} r_{i-1} \nabla_i (T_m)_i^{n} \cdot (T_m)_i^{n}
\]

\[
\text{for any } 1 \leq i \leq I.
\]
Proof of Eq. (4.34b) and Eq. (4.34c) is similar to Eq. (4.26a). Now the stability of the 3D first improved CN scheme can be proved.

**Theorem 4.** The 3D first improved CN scheme, Eqs. (4.19), (4.21) and (4.22), is unconditionally stable with respect to the initial condition \((T_m)_{ijk}^0 = (T_m^0)_{ijk}\) and source terms.

**Proof.** Multiplying Eq. (4.19a) by \(r_i^2 \Delta r \Delta \theta \Delta \mu \Delta t W_i \left( (T_m)^n_{ijk} \right)\), Eq. (4.19b) by \(r_j^2 \Delta r \Delta \theta \Delta \mu \Delta t W_j \left( (T_m)^n_{ijk} \right)\), Eq. (4.19c) by \(r_k^2 \Delta r \Delta \theta \Delta \mu \Delta t W_k \left( (T_m)^n_{ijk} \right)\) for interior points \(i = 2, \ldots, I - 1\); multiplying Eq. (4.21a) by \(r_i^2 \frac{b_i}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_i \left( (T_m)^n_{ijk} \right)\), Eq. (4.21b) by \(r_j^2 \frac{b_j}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_j \left( (T_m)^n_{ijk} \right)\), Eq. (4.21c) by \(r_k^2 \frac{b_k}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_k \left( (T_m)^n_{ijk} \right)\) for the left boundary; multiplying Eq. (4.22a) by \(r_i^2 \frac{b^*}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_i \left( (T_m)^n_{ijk} \right)\), Eq. (4.22b) by \(r_j^2 \frac{b^*}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_j \left( (T_m)^n_{ijk} \right)\), Eq. (4.22c) by \(r_k^2 \frac{b^*}{a} \Delta r \Delta \theta \Delta \mu \Delta t W_k \left( (T_m)^n_{ijk} \right)\), adding all equations together over \(1 \leq m \leq N, 1 \leq i \leq I, 1 \leq j \leq J - 1, 1 \leq k \leq K - 1\), and applying Lemma 3 and Lemma 4, this gives:

\[
\begin{align*}
\frac{1}{2} \Delta r \Delta \theta \Delta \mu & \sum_{m=1}^N C_m \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \frac{b}{a} \left[ (T_m)^{n+1}_{ijk} \right]^2 - (T_m)^n_{ijk} \right\} r_i^2 + \sum_{i=2}^{I-1} \left\{ (T_m)^{n+1}_{ijk} \right\} (T_m)^n_{ijk} \right\} r_i^2 \\
+ \frac{b^*}{a} \left[ (T_m)^{n+1}_{ijk} \right]^2 - (T_m)^n_{ijk} \right\} r_i^2 & + \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^N k_m \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \nabla W_i \left[ (T_m)^n_{ijk} \right] \right\}^2 \\
+ \Delta r \Delta \theta \Delta \mu \Delta t & \sum_{m=1}^N k_m \sum_{i=2}^{I-1} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \nabla W_i \left[ (T_m)^n_{ijk} \right] \right\}^2
\end{align*}
\]
\[ + \sum_{i=2}^{N-1} \left\{ \nabla \mathcal{W}_i \left[ (T_n^m)^n \right] \right\}^2 + \frac{b^*}{a} \left\{ \nabla \mathcal{W}_i \left[ (T_n^m)^n \right] \right\}^2 \]

\[ + \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K} \left( 1 - \mu_{k-1}^2 \right) \left( \frac{b}{a} \left\{ \nabla \mathcal{W}_i \left[ (T_n^m)^n \right] \right\}^2 \right) \]

\[ + \sum_{i=2}^{N-1} \left\{ \nabla \mathcal{W}_i \left[ (T_n^m)^n \right] \right\}^2 + \frac{b^*}{a} \left\{ \nabla \mathcal{W}_i \left[ (T_n^m)^n \right] \right\}^2 \}

\[ + \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K} \left\{ \frac{b}{a} r_i^2 \left[ \mathcal{W}_i \left[ (T_n^m)^n \right] - \mathcal{W}_i \left[ (T_n^m)^n \right] \right] \right\}^2 \]

\[ = \frac{1}{2} \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K} \left\{ \frac{b}{a} r_i^2 \left[ \mathcal{W}_i \left[ (T_n^m)^n \right] \right] \right\} \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\} \]

\[ + \sum_{i=2}^{N-1} r_i^2 \mathcal{W}_i \left[ (T_n^m)^n \right] \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\} + \frac{b^*}{a} \frac{r_i^2}{r_j^2} \left\{ \mathcal{W}_i \left[ (T_n^m)^n \right] \right\} \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\}. \quad (4.35) \]

Since \( \frac{1}{1 - \mu_i^2} \geq 0 \), \( 1 - \mu_{k-1}^2 \geq 0 \), and \( G_{mn} \geq 0 \), dropping non-negative terms in LHS of Eq. (4.35) leads to

\[ \frac{1}{2} \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K} \left\{ \frac{b}{a} r_i^2 \left[ \left( (T_n^m)^n \right) - \left( (T_n^m)^n \right) \right] \right\} \]

\[ + \sum_{i=2}^{N-1} \left\{ \left( (T_n^m)^{n+1} \right) - \left( (T_n^m)^n \right) \right\} r_i^2 + \frac{b^*}{a} \frac{r_i^2}{r_j^2} \left\{ \left( (T_n^m)^n \right) - \left( (T_n^m)^n \right) \right\} \]

\[ \leq \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K} \left\{ \frac{b}{a} r_i^2 \left[ \mathcal{W}_i \left[ (T_n^m)^n \right] \right] \right\} \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\} \]

\[ + \sum_{i=2}^{N-1} r_i^2 \mathcal{W}_i \left[ (T_n^m)^n \right] \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\} + \frac{b^*}{a} \frac{r_i^2}{r_j^2} \left\{ \mathcal{W}_i \left[ (T_n^m)^n \right] \right\} \left\{ \mathcal{W}_i \left[ (Q_n^m)^{n+1} \right] \right\}. \quad (4.36) \]

Applying Cauchy-Schwartz's inequality provides the result of
(Q_m)_{m,k}^{n+1} \left[ (T_m)_{m,k}^n + (T_m)_{m,k}^n \right] \leq \frac{1}{2C_n} \left[ (Q_m)_{m,k}^{n+1} \right]^2 + C_n \left\{ \left[ (T_m)_{m,k}^n \right]^2 + \left[ (T_m)_{m,k}^n \right]^2 \right\}. \quad (4.37)

Substituting Eq. (4.37) into Eq. (4.36) leads to

$$
\Delta r \Delta \theta \Delta \mu \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \left\{ \frac{b}{a} \left[ (Q_m)_{m,k}^{n+1} \right]^2 - \left[ (T_m)_{m,k}^n \right]^2 \right\} r_i^2
$$

$$
+ \sum_{i=2}^{l-1} \left\{ \left[ (T_m)_{m,k}^n \right]^2 - \left[ (T_m)_{m,k}^n \right]^2 \right\} r_i^2 + \frac{b^*}{a} \left[ (T_m)_{m,k}^n \right]^2 \right\} r_i^2
$$

$$
\leq \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \left\{ \frac{b}{a} \left[ (Q_m)_{m,k}^{n+1} \right]^2 + \sum_{i=2}^{l-1} \left[ (T_m)_{m,k}^n \right]^2 \right\}
$$

$$
+ \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \left\{ \frac{b}{a} \left[ (Q_m)_{m,k}^{n+1} \right]^2 + \frac{b^*}{a} \left[ (T_m)_{m,k}^n \right]^2 \right\} r_i^2
$$

$$
+ \sum_{i=2}^{l-1} \left\{ \left[ (T_m)_{m,k}^n \right]^2 + \left[ (T_m)_{m,k}^n \right]^2 \right\} + \frac{b^*}{a} \left[ (T_m)_{m,k}^n \right]^2 \right\} r_i^2 \right\}. \quad (4.38)
$$

Denoting

$$
F(n) = \Delta r \Delta \theta \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \left\{ \frac{b}{a} \left[ (Q_m)_{m,k}^{n+1} \right]^2 + \sum_{i=2}^{l-1} \left[ (T_m)_{m,k}^n \right]^2 \right\}, \quad (4.39a)
$$

and

$$
\Phi(n) = \frac{\Delta r \Delta \theta \Delta \mu \Delta t}{2C_n} \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=1}^{K-1} \left\{ \frac{b r_i^2}{a} \left[ (Q_m)_{m,k}^{n+1} \right]^2 + \sum_{i=2}^{l-1} \left[ (T_m)_{m,k}^n \right]^2 \right\}, \quad (4.39b)
$$

and substituting Eq. (4.39a) and Eq. (4.39b) into Eq. (4.38), this gives:

$$
F(n+1)
$$

$$
\leq \frac{1+ \Delta t}{(1- \Delta t)} F(n) + \frac{\Delta t}{(1- \Delta t)} \Phi(n)
$$

$$
\leq \frac{1+ \Delta t}{(1- \Delta t)} \left[ \frac{1+ \Delta t}{(1- \Delta t)} F(n-1) + \frac{\Delta t}{(1- \Delta t)} \Phi(n-1) \right] + \frac{\Delta t}{(1- \Delta t)} \Phi(n)
$$
\[
\begin{align*}
&\leq \left(\frac{(1+\Delta t)}{(1-\Delta t)}\right)^{n+1} F(0) + \left(\frac{(1+\Delta t)}{(1-\Delta t)}\right) \left[1 + \left(\frac{(1+\Delta t)}{(1-\Delta t)}\right)^{1} + \cdots + \left(\frac{(1+\Delta t)}{(1-\Delta t)}\right)^{n+1}\right] \max_{\Omega_{n,\Delta n}} \Phi(n_i) \\
&\leq \left(\frac{(1+\Delta t)}{(1-\Delta t)}\right)^{n+1} \left( F(0) + \max_{\Omega_{n,\Delta n}} \Phi(n_i) \right). \quad (4.40)
\end{align*}
\]

Using the inequalities \((1+\varepsilon)^n \leq e^{\varepsilon n}\) for \(\varepsilon > 0\) and \((1-\varepsilon)^{-n} \leq e^{-\varepsilon n}\) for \(0 < \varepsilon < \frac{1}{2}\) results in

\[(1+\Delta t)^{n+1} \leq e^{(n+1)\Delta t}\) and \((1-\Delta t)^{-1} \leq e^{2\Delta t}\). Multiplying the two inequalities together leads to

\[(1+\Delta t)^{n+1}(1-\Delta t)^{-n} \leq e^{(n+1)\Delta t} \cdot e^{2(n+1)\Delta t} = e^{3(n+1)\Delta t}. \quad (4.41)\]

Substituting Eq. (4.41) into Eq. (4.40) results in

\[
F(n+1) \leq e^{3n\Delta t} \left( F(0) + \max_{\Omega_{n,\Delta n}} \Phi(n_i) \right) \leq e^{3n} \left( F(0) + \max_{\Omega_{n,\Delta n}} \Phi(n_i) \right),
\]

that is, for any \(0 \leq (n+1)\Delta t \leq t_0\), the scheme is unconditionally stable with respect to the initial condition and source terms.

### 4.2.3 Stability of 3D Second Improved CN Scheme

Proving the stability of the 3D second improved CN scheme requires building Lemma 4. The stability will be proved basing on Lemma 1 and Lemma 4.

**Lemma 4.** For any mesh function \(\left( T_m \right)_{jk}^n\),

\[
\sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \Delta r \sum_{i=2}^{I-1} P_r \left[ \left( T_m \right)_{jk}^n \right] \left( T_m \right)_{jk}^n + r_i \nabla_x \left( T_m \right)_{jk}^n \cdot \left( T_m \right)_{j,k-1}^n - r_i \nabla_x \left( T_m \right)_{jk}^n \cdot \left( T_m \right)_{j,k+1}^n \right\}
\]

\[
= -\Delta r \sum_{i=2}^{I-1} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} r_i \nabla_x \left( T_m \right)_{jk}^n \cdot \nabla_x \left( T_m \right)_{jk}^n. \quad (4.42a)
\]

\[
\Delta \theta \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left[ \left( T_m \right)_{jk}^n \right] \cdot \left( T_m \right)_{jk}^n = -\Delta \theta \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \nabla_x \left( T_m \right)_{jk}^n \cdot \nabla_x \left( T_m \right)_{jk}^n, i = 1, \cdots I. \quad (4.42b)
\]
\[
\Delta \mu \sum_{k=0}^{K-1} P_k \left[ (T_m)^n_{ijk} \right] \cdot (T_m)^n_{ijk} = -\Delta \mu \sum_{k=1}^{K-1} \left[ \left( 1 - \mu^2 \right) \nabla_{ij} (T_m)^n_{ijk} \right]^2, \quad i = 1, \ldots, I. \quad (4.42c)
\]

**Proof.**

\[
\text{LHS} = \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \sum_{i=1}^{I-1} \left[ \frac{r^2}{2} \left( (T_m)^n_{i+1,jk} - (T_m)^n_{ijk} \right) - \frac{r^2}{2} \left( (T_m)^n_{i,j-1,k} - (T_m)^n_{i,j,k} \right) \right] \cdot (T_m)^n_{ijk} + \frac{r^2}{2} \nabla_i (T_m)^n_{ijk} \cdot (T_m)^n_{ijk} \right\}
\]

\[
= \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \sum_{i=1}^{I-1} \left[ \frac{r^2}{2} \nabla_i (T_m)^n_{ijk} \cdot (T_m)^n_{ijk} - \frac{r^2}{2} \nabla_i (T_m)^n_{ijk} \cdot (T_m)^n_{ijk} \right] \right\}
\]

\[
= -\Delta r \sum_{i=1}^{I} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left[ \nabla_i (T_m)^n_{ijk} \right]^2.
\]

Proof of Eq. (4.42b) and Eq. (4.42c) is similar to Eq. (4.42a). The stability of the 3D second improved CN scheme is proved.

**Theorem 5.** The 3D second improved CN scheme, Eqs. (4.19), (4.22) and (4.24), is unconditionally stable with respect to the initial condition \((T_m)^0_{ijk} = (T^0_{m})_{ijk}\) and source terms.

**Proof.** Multiplying Eq. (4.19a) by \(r^2 \Delta r \Delta \theta \Delta \mu \Delta t W, \left[ (T_i)^n_{ijk} \right], \) Eq. (4.19b) by \(r^2 \Delta r \Delta \theta \Delta \mu \Delta t W, \left[ (T_m)^n_{ijk} \right], \) Eq. (4.19c) by \(r^2 \Delta r \Delta \theta \Delta \mu \Delta t W, \left[ (T_m)^n_{ijk} \right] \) for interior points \(i = 1, \ldots, I-1; \) multiplying Eq. (4.24a) by \( \frac{2 \pi}{3} r^2 \Delta r \Delta t W, \left[ (T_1)^n_{ijk} \right], \) Eq. (4.24b) by
\[ \frac{2\pi}{3} r_i^2 \Delta r \Delta t W_i \left[ (T_n)_0 \right] \], Eq. (4.24c) by \( \frac{2\pi}{3} r_i^2 \Delta r \Delta t W_i \left[ (T_n)_0 \right] \) for the left boundary;

multiplying Eq. (4.22a) by \( r_i^2 \frac{b^*}{a} \Delta r \Delta \mu \Delta t W_i \left[ (T_n)_0 \right] \), Eq. (4.22b) by \( r_i^2 \frac{b^*}{a} \Delta r \Delta \mu \Delta t W_i \left[ (T_n)_0 \right] \) for the right boundary, adding together over \( 1 \leq m \leq N \), \( 0 \leq i \leq I \), \( 0 \leq j \leq J - 1 \), \( 1 \leq k \leq K - 1 \) and applying Lemma 1 and Lemma 4, this gives:

\[
\begin{align*}
\frac{1}{2} \Delta r \sum_{m=1}^{N} C_m \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \frac{2\pi}{3} \left[ \left( (T_n)_0 \right)^2 \right]^{1/2} - \left[ (T_n)_0 \right] \right\} r_i^2 \\
+ \Delta r \Delta \mu \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \begin{array}{l}
\Delta W_i \left[ (T_n)_0 \right] - \left[ (T_n)_0 \right] \\
\end{array} \right\} r_i^2 \\
+ \Delta r \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \nabla W_i \left[ (T_n)_0 \right] \right\} r_i^2 \\
+ \Delta r \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \nabla W_i \left[ (T_n)_0 \right] \right\} r_i^2 \\
+ \Delta r \Delta \mu \Delta t \sum_{m=1}^{N} \sum_{j=0}^{J-1} \sum_{k=1}^{K-1} \left\{ \nabla W_i \left[ (T_n)_0 \right] \right\} r_i^2 \\
\end{align*}
\]

(4.43)
Since \( \frac{1}{1 - \mu^2} \geq 0 \), \( \left(1 - \mu^2 \right) \geq 0 \) and \( G_{nn} \geq 0 \), the positive terms in LHS of Eq. (4.43) can be dropped, and this gives:

\[
\frac{1}{2} \Delta r \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=0}^{K-1} \sum_{l=1}^{r_{j}} \left\{ \frac{2\pi}{3} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2} \]

\[
+ \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2} + \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2}
\]

\[
\leq \Delta r \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=0}^{K-1} \sum_{l=1}^{r_{j}} \left\{ \frac{2\pi}{3} \left[ \left( Q_n \right)^{n+1}_{j} \right] + \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2}
\]

\[
+ \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left( T_m \right)^{n+1}_{j} \right\} \left( Q_n \right)^{n+1}_{j} \right\} \right.
\]

\[
+ \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left( T_m \right)^{n+1}_{j} \right\} \left( Q_n \right)^{n+1}_{j} \right\} \right.
\]

(4.44)

Using Cauchy-Schwartz’s inequality results in

\[
\left( Q_n \right)^{n+1}_{j} \right\} \left( T_m \right)^{n+1}_{j} \right\} \leq \frac{1}{2C} \left( Q_n \right)^{n+1}_{j} \right\} + \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left( T_m \right)^{n+1}_{j} \right\} \left( Q_n \right)^{n+1}_{j} \right\} \right.
\]

(4.45)

Substituting Eq. (4.45) into Eq. (4.44) leads to

\[
\frac{1}{2} \Delta r \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=0}^{K-1} \sum_{l=1}^{r_{j}} \left\{ \frac{2\pi}{3} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2} \]

\[
+ \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2} + \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2}
\]

\[
\leq \Delta r \Delta t \sum_{m=1}^{N} \sum_{j=0}^{K-1} \sum_{k=0}^{K-1} \sum_{l=1}^{r_{j}} \left\{ \frac{2\pi}{3} \left[ \left( Q_n \right)^{n+1}_{j} \right] + \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left[ \left( T_m \right)^{n+1}_{j} \right] - \left( T_m \right)^{n}_{j} \right\} r_{j}^{2}
\]

\[
+ \Delta \theta \Delta \mu \sum_{l=1}^{r_{j}} \left( T_m \right)^{n+1}_{j} \right\} \left( Q_n \right)^{n+1}_{j} \right\} \right.
\]

(4.46)

Denoting
\[
F(n) = \Delta r \Delta t \sum_{m=1}^{N} C_m \sum_{j=0}^{N} \sum_{k=1}^{K} \left\{ \frac{3\pi}{2} r_i^2 \left[ (T_m^n)_{i,j}^2 \right] + \frac{2\pi}{3} r_i^2 \left[ (T_m^n)_{i,k}^2 \right] \right\} + \frac{b^*}{a} r_i^2 \left[ (T_m^n)_{i,k}^2 \right]
\] (4.47a)

and

\[
\Phi(n) = \Delta r \Delta t \sum_{m=1}^{N} \sum_{j=0}^{N} \sum_{k=1}^{K} \left\{ \frac{1}{2} \left( Q_m^n \right)_{i,j}^2 \right\} + \Delta \theta \Delta \mu \left( \frac{b^*}{a} r_i^2 \right) \left[ (Q_m^n)_{i,k}^2 \right],
\] (4.47b)

and substituting Eq. (4.47) into Eq. (4.46), this gives:

\[
F(n+1) \leq \frac{(1 + \Delta t)}{(1 - \Delta t)} F(n) + \frac{\Delta t}{(1 - \Delta t)} \Phi(n)
\]

\[
\leq \frac{(1 + \Delta t)}{(1 - \Delta t)} \left[ \frac{(1 + \Delta t)}{(1 - \Delta t)} F(n-1) + \frac{\Delta t}{(1 - \Delta t)} \Phi(n-1) \right] + \frac{2\Delta t}{(1 - \Delta t)} \Phi(n)
\]

\[
\leq \left( \frac{(1 + \Delta t)}{(1 - \Delta t)} \right)^n \left( F(0) + \max_{0 \leq \Delta \mu} \Phi(n_i) \right). \tag{4.48}
\]

Using the inequalities \((1+\varepsilon)^n \leq e^{\varepsilon n}\) for \(\varepsilon > 0\) and \((1-\varepsilon)^{-1} \leq e^{2\varepsilon}\) for \(0 < \varepsilon < \frac{1}{2}\) results in \((1+\Delta t)^n \leq e^{(n+1)\Delta t}\) and \((1-\Delta t)^{-1} \leq e^{2\Delta t}\). Multiplying the two inequalities together leads to

\[
(1+\Delta t)^n (1-\Delta t)^{-n+1} \leq e^{(n+1)\Delta t} \cdot e^{2(n+1)\Delta t} = e^{3(n+1)\Delta t}. \tag{4.49}
\]

After substituting Eq. (4.49) into Eq. (4.48),

\[
F(n+1) \leq e^{3n\Delta} \left( F(0) + \max_{0 \leq \Delta \mu} \Phi(n_i) \right) \leq e^{3n} \left( e^{3\Delta t} F(0) + \max_{0 \leq \Delta \mu} \Phi(n_i) \right)
\]
is obtained, that is, for any \(0 \leq (n+1) \Delta t \leq t_0\), the scheme is unconditionally stable with respect to the initial condition and heat source terms.

4.3 General Algorithms

4.3.1 1D Case

In Section 4.3.1, an algorithm for the 1D improved CN scheme with temperature \(T_i\), \(T_m\) and \(T_N\) is developed for the purpose of coding. A Gauss-Seidel method is used to solve the linear system from the 1D improved CN scheme. In detail, the algorithm work through following steps:

Step 1. Set the initial value for \((T_i)_0\), \((T_m)_0\) and \((T_N)_0\) by Eq. (3.2);

Step 2. Solve \((T_i)_n^{n+1}\) through Eqs. (4.2a), (4.16a) and (4.17a);

Step 3. Substitute the value of \((T_i)_n^{n+1}\) into Eqs. (4.2b), (4.16b) and (4.17b), solve \((T_m)_n^{n+1}\) through Eqs. (4.2b), (4.16b) and (4.17b);

Step 4. Substitute new value of \((T_m)_n^{n+1}\) into Eqs. (4.2c), (4.16c) and (4.17c), solve \((T_N)_n^{n+1}\) through Eqs. (4.2c), (4.16c) and (4.17c);

Step 5. Check the convergence of Gauss-Seidel iteration, with a tolerance and a small number \(tol\), if the following condition:

\[
\max \left\| (T_i)_n^{n+1(new)} - (T_i)_n^{n+1(old)} \right\| \leq tol,
\]

\[
\max \left\| (T_m)_n^{n+1(new)} - (T_m)_n^{n+1(old)} \right\| \leq tol,
\]

\[
\max \left\| (T_N)_n^{n+1(new)} - (T_N)_n^{n+1(old)} \right\| \leq tol
\]

are satisfied, stop;
Step 7. Update new value of \( (T_i)^{n+1}, (T_m)^{n+1} \) and \( (T_N)^{n+1} \) to the current time step \( n \).

### 4.3.2 3D Case

In Section 4.3.2, for the purpose of coding, an algorithm for the 3D first improved CN scheme and the 3D second improved CN with the temperature \( T_i, T_m \) and \( T_N \) is developed. A Gauss-Seidel method is used to solve the linear system from the two improved schemes. In details, the algorithm works through following steps:

1. **Step 1.** Set the initial value for \( (T_i)^n, (T_m)^n \) and \( (T_N)^n \) by Eq. (3.5);

2. **Step 2.** For the 3D first improved CN scheme, solve \( (T_i)^n \) by Eqs. (4.19a), (4.21a) and (4.22a), and for the 3D second improved CN scheme, solve \( (T_i)^n \) by Eqs. (4.19a), (4.22a) and (4.24a);

3. **Step 3.** For the 3D first improved CN scheme, solve \( (T_m)^n \) by substituting the value of \( (T_i)^{n+1} \) into Eqs. (4.19b), (4.21b) and (4.22b), and for in the 3D second improved CN scheme, solve \( (T_m)^n \) by substituting the value of \( (T_i)^{n+1} \) into Eqs. (4.19b), (4.22b) and (4.24b);

4. **Step 4.** For the 3D first improved CN scheme, solve \( (T_N)^n \) by substituting the value of \( (T_m)^{n+1} \) into Eqs. (4.20c), (4.21c) and (4.22c), and for the 3D second improved CN scheme, solve \( (T_N)^n \) by substituting the value of \( (T_m)^{n+1} \) into Eqs. (4.19c), (4.22c) and (4.24c);

5. **Step 6.** Check the convergence of Gauss-Seidel iteration, with a tolerance and a small number \( tol \), if the following condition:
\[
\max \left\| (T_1)^{n+1(\text{new})}_{jk} - (T_1)^{n+1(\text{old})}_{jk} \right\| \leq tol, \\
\max \left\| (T_m)^{n+1(\text{new})}_{jk} - (T_m)^{n+1(\text{old})}_{jk} \right\| \leq tol, \\
\max \left\| (T_N)^{n+1(\text{new})}_{jk} - (T_N)^{n+1(\text{old})}_{jk} \right\| \leq tol
\]
are satisfied, stop;

Step 7. Update new value to \((T_1)^{n+1}_{jk}\), \((T_m)^{n+1}_{jk}\) and \((T_N)^{n+1}_{jk}\) to current time step \(n\).
CHAPTER FIVE

NUMERICAL EXAMPLES

In Chapter Five, three numerical examples are provided to verify the availability of the parabolic models in an N-carrier system and improved CN schemes in Chapter Three and in Chapter Four.

5.1 1D Case

The first example Eq. (5.1) is in 1D spherical coordinates, which is satisfied with the governing equation Eq. (3.1). It is solved by the 1D improved CN scheme Eqs. (4.2), (4.16) and (4.17) and the 1D CN scheme Eqs. (4.2) and (4.3).

5.1.1 Example Description

This example is a Three-carrier system with three variables $T_1$, $T_2$ and $T_3$. The governing equation for this example is:

\[
\frac{\partial T_1}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_1}{\partial r} \right) - \pi^2 (T_1 - T_2) - \pi^2 (T_1 - T_3)
+ 2\pi^2 e^{-\pi^2} \cos \pi r + \frac{5}{r} \pi e^{-\pi^2} \frac{\sin \pi r}{r},
\]  
(5.1a)

\[
\frac{\partial T_2}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_2}{\partial r} \right) + \pi^2 (T_1 - T_2) - \pi^2 (T_2 - T_3) + \frac{4}{r} \pi e^{-\pi^2} \frac{\sin \pi r}{r},
\]  
(5.1b)

\[
\frac{\partial T_3}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_3}{\partial r} \right) + \pi^2 (T_2 - T_3) + \pi^2 (T_3 - T_1) + \frac{3}{r} \pi e^{-\pi^2} \frac{\sin \pi r}{r}.
\]  
(5.1c)
The boundary condition for this is Eq. (3.3), and the initial condition for this example is

\[ T_1 = \frac{5}{4} \cos \pi r, \quad T_2 = \cos \pi r \quad \text{and} \quad T_3 = \frac{3}{4} \cos \pi r. \]

The exact solution for Eq. (5.1) is:

\begin{align*}
T_1 &= \frac{5}{4} e^{-x^4} \cos \pi r, \quad (5.2a) \\
T_2 &= e^{-x^4} \cos \pi r, \quad (5.2b) \\
T_3 &= \frac{3}{4} e^{-x^4} \cos \pi r. \quad (5.2c)
\end{align*}

In the 1D improved CN scheme, the grid step size \( \Delta r \) and the time step size \( \Delta t \) are set as following combination: \( 2 \times 10^{-3} \) and \( 2 \times 10^{-3}, 10^{-3} \) and \( 10^{-3}, 5 \times 10^{-4} \) and \( 5 \times 10^{-4} \). In the 1D CN scheme, the grid step size \( \Delta r \) and the time step size \( \Delta t \) are set as following combination: \( 2 \times 10^{-5} \) and \( 2 \times 10^{-5}, 10^{-5} \) and \( 10^{-5}, 5 \times 10^{-6} \) and \( 5 \times 10^{-6} \). Also, the upper boundary for time \( t_0 \) as 1.0 is set in this example. The schemes are programed by Fortran 77, and the source code can be found in APPENDIX.

5.1.2 Results and Analysis

In order to evaluate the difference between the numerical solution and the exact solution for each scheme, \( l_2 \)-norm error is defined as

\[ E(I, \Delta t) = \max_{0 \leq t \leq t_f} \sqrt{\frac{\Delta t}{3} \sum_{m=1}^{l} \sum_{i=1}^{l} \left\{ (T_m)^n - (T_m^{exact})^n \right\}^2}, \quad (5.3) \]

where \((T_m)^n\) is the numerical solution for the carrier \( m \), and \((T_m^{exact})^n\) is the exact solution for the carrier \( m \).

In order to analyze the order of the scheme, the convergence rates are defined as

\[ \log_2 \left[ \frac{E(I, \Delta t)}{E(I, \Delta t)} \right] \quad (5.4a) \]
and

$$\log_2 \left[ \frac{E(I, \Delta t_1)}{E(I, \Delta t_2)} \right],$$  \hspace{1cm} (5.4b)

with respect to the spatial variable $r$ and the temporal variable $t$, respectively.

The maximum $l_2$-norm error Eq. (5.3) and comparisons of convergence rates Eq. (5.4) are in Table 5.1 and Table 5.2. The $l_2$-norm errors along the time $t$ for both schemes are plotted in Figure 5.1. The numerical result for the 1D improved CN scheme are plotted in Figure 5.2, Figure 5.3 and Figure 5.4, and the numerical result for the 1D CN scheme are plotted in Figure 5.5, Figure 5.6 and Figure 5.7.

Table 1 will show the numerical result when $\Delta t = 10^{-5}$, $I = 51$, 101, and 201 for the 1D improved CN scheme, and $I = 50$, 100, and 200 for the 1D CN scheme, respectively.

### Table 5.1 Comparison of $l_2$-norm errors and convergence rates with respect to $r$ of the 1D improved CN scheme and the 1D CN scheme with $0 \leq t \leq 1.0$, $\Delta t = 10^{-5}$.

<table>
<thead>
<tr>
<th>grid</th>
<th>$l_2$-norm error for the 1D improved CN scheme</th>
<th>convergence rate</th>
<th>$l_2$-norm error for the 1D CN scheme</th>
<th>convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I=51$</td>
<td>$4.02888 \times 10^{-3}$</td>
<td>-</td>
<td>$6.04009 \times 10^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>$I=101$</td>
<td>$1.00495 \times 10^{-4}$</td>
<td>$2.003$</td>
<td>$3.00986 \times 10^{-2}$</td>
<td>$1.005$</td>
</tr>
<tr>
<td>$I=201$</td>
<td>$2.49340 \times 10^{-5}$</td>
<td>$2.011$</td>
<td>$1.50240 \times 10^{-2}$</td>
<td>$1.002$</td>
</tr>
</tbody>
</table>

As shown in Table 1, the convergence rate of the 1D improved CN scheme is about 2 with respect to the spatial variable $r$, while the one for the 1D CN scheme is about 1 with respect to the spatial variable $r$. Furthermore, comparing the $l_2$-norm errors of numerical solutions between the 1D improved CN scheme and the 1D CN scheme in Table 5.1 will show that the 1D improved CN scheme is more accurate than the 1D CN scheme.
In order to calculate the convergence rate with respect to the temporal variable \( t \), \( I = 10^5 \) for the 1D improved CN scheme, \( I = 10^5 \) for the 1D CN scheme, and \( \Delta t = 2 \times 10^{-2}, 10^{-2}, \) and \( 5 \times 10^{-3} \) are chosen, respectively. Table 5.2 shows that the convergence rates of both schemes with respect to the temporal variable \( t \) are about 2, and \( l_2 \)-norm errors of the numerical solution of both schemes are nearly same. There are as expected because the truncation error of the 1D improved CN scheme is \( O(\Delta t^2) \) with respect to the temporal variable \( t \).

Table 5.2 Comparison of \( l_2 \)-norm errors and convergence rates with respect to \( t \) of the 1D improved CN scheme and the 1D CN scheme.

<table>
<thead>
<tr>
<th>( \Delta t )</th>
<th>( l_2 )-norm error for the 1D improved CN method</th>
<th>convergence rate</th>
<th>( l_2 )-norm error for the 1D CN scheme</th>
<th>convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>2.95456 \times 10^{-3}</td>
<td>-</td>
<td>2.95151 \times 10^{-3}</td>
<td>-</td>
</tr>
<tr>
<td>0.01</td>
<td>7.36237 \times 10^{-4}</td>
<td>2.005</td>
<td>7.33922 \times 10^{-4}</td>
<td>2.008</td>
</tr>
<tr>
<td>0.005</td>
<td>1.83243 \times 10^{-4}</td>
<td>2.006</td>
<td>1.81036 \times 10^{-4}</td>
<td>2.019</td>
</tr>
</tbody>
</table>

Figure 5.1 shows \( l_2 \)-norm errors of the 1D improved CN scheme and the 1D CN scheme along the time \( t \) with \( 0 \leq t \leq 1.0 \). From Figure 5.1 it can be seen that, when \( \Delta r = 10^{-3} \) and \( \Delta t = 10^{-3} \), the 1D improved CN scheme will produce a \( l_2 \)-norm error about \( 10^{-5} \), so the 1D CN scheme is second-order accuracy, which can also be seen in Table 5.1. Figure 5.1 shows that, when \( \Delta r = 10^{-5} \) and \( \Delta t = 10^{-5} \), the 1D CN scheme will produce a \( l_2 \)-norm error about \( 10^{-5} \), so the 1D CN scheme is first-order, which can also be seen in Table 5.1. Also, from Figure 5.1, the 1D improved CN scheme is more accurate than the 1D CN scheme.

Figure 5.2 is the distribution of the temperature \( T_r \) along the radial distance \( r \) at different time: (a) \( t = 0.1 \) (b) \( t = 0.2 \) and (c) \( t = 1.0 \). Figure 5.3 is the change of temperature \( T_2 \) along the radial distance \( r \) at different time (a) \( t = 0.1 \) (b) \( t = 0.2 \) and (c) \( t = \)
1.0. Figure 5.4 is the change of the temperature $T_3$ along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$.

Figure 5.5 is the distribution of the temperature $T_1$ along the radial distance $r$ at different time: (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$. Figure 5.6 is the change of temperature $T_2$ along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$. Figure 5.7 is the change of the temperature $T_3$ along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$.

Figure 5.2, Figure 5.3 and Figure 5.4 show that: there is a match between the numerical solution and the exact solution in (a), (b) and (c). Also, from Figure 5.2, Figure 5.3 and Figure 5.4, it is can be seen that the temperature is $T_1 > T_2 > T_3$, which is satisfied with our hypothesis in Figure 2.1.

Figure 5.5, Figure 5.6 and Figure 5.7 show that: in (a), (b) there is a match between the numerical solution and the exact solution, but in (c) the numerical solution and the exact solution do not match.
Figure 5.1 Comparison of $l_2$-norm errors between the 1D improved CN scheme and the 1D CN scheme along the time $t$. 
Figure 5.2 Distribution of the temperature $T_j$ from the 1D improved CN scheme along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-3}$, $10^{-3}$ and $5 \times 10^{-4}$. 
Figure 5.3 Distribution of the temperature $T_2$ from the 1D improved CN scheme along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-3}$, $10^{-3}$ and $5 \times 10^{-4}$. 
Figure 5.4 Distribution of the temperature $T_3$ from the 1D improved CN scheme along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-3}, 10^{-3}$ and $5 \times 10^{-4}$. 
Figure 5.5 Distribution of the temperature $T_f$ from the 1D CN scheme along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-5}$, $10^{-5}$ and $5 \times 10^{-6}$. 
Figure 5.6 Distribution of the temperature $T_2$ from the 1D CN along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-5}, 10^{-5}$ and $5 \times 10^{-6}$.
Figure 5.7 Distribution of the temperature $T_3$ from the 1D improved CN scheme along the radial distance $r$ at different time (a) $t = 0.1$ (b) $t = 0.2$ and (c) $t = 1.0$ with $\Delta r = 2 \times 10^{-5}$, $10^{-5}$ and $5 \times 10^{-6}$. 
5.2 3D First Improved CN Scheme Case

The second example Eq. (5.5) is in 3D spherical coordinates, which is satisfied with the governing equation Eq. (3.4). It is solved by the 3D first improved CN scheme Eqs. (4.19), (4.21) and (4.22) and the 3D CN scheme Eqs. (4.19) and (4.20).

5.2.1 Example Description

This example is a Three-carrier system with variable $T_1$, $T_2$ and $T_3$. The governing equation for this example is:

$$\frac{\partial T_1}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_1}{\partial r} \right) + \frac{2}{r^2 (1 - \mu^2)} \frac{\partial^2 T_1}{\partial \theta^2} + \frac{2}{r^2} \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_1}{\partial \mu} \right)$$

$$-\pi^2(T_1 - T_3) + 2\pi e^{-s^2} \cos \pi r \sin \theta (1 - \mu^2) + 5r e^{-s^2} \sin \pi r \sin \theta (1 - \mu^2)$$

$$-\frac{15}{2r^2} e^{-s^2} \cos \pi r \sin \theta (2\mu^2 - 1), \quad (5.5a)$$

$$\frac{\partial T_2}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_2}{\partial r} \right) + \frac{2}{r^2 (1 - \mu^2)} \frac{\partial^2 T_2}{\partial \theta^2} + \frac{2}{r^2} \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_2}{\partial \mu} \right)$$

$$-\pi^2(T_2 - T_3) + \pi^2 e^{-s^2} \cos \pi r \sin \theta (1 - \mu^2) + 4r e^{-s^2} \sin \pi r \sin \theta (1 - \mu^2)$$

$$-\frac{6}{r^2} e^{-s^2} \cos \pi r \sin \theta (2\mu^2 - 1), \quad (5.5b)$$

$$\frac{\partial T_3}{\partial t} = k_3 \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_3}{\partial r} \right) + k_3 \frac{\partial^2 T_3}{\partial \theta^2} + k_3 \frac{\partial}{\partial \mu} \left( (1 - \mu^2) \frac{\partial T_3}{\partial \mu} \right)$$

$$+\pi^2(T_1 - T_3) + \frac{3}{r} \pi e^{-s^2} \sin \pi r \sin \theta (1 - \mu^2) - \frac{9}{2r^2} e^{-s^2} \cos \pi r \sin \theta (2\mu^2 - 1). \quad (5.5c)$$

The boundary condition for this example is Eq. (4.3), and the initial condition for this example is
The exact solution for Eq. (5.5) is:

\[ T_1 = \frac{5}{4} e^{-\pi t} \cos \pi r \sin \theta (1 - \mu^2), \quad (5.6a) \]

\[ T_2 = e^{-\pi t} \cos \pi r \sin \theta (1 - \mu^2), \quad (5.6b) \]

\[ T_3 = \frac{3}{4} e^{-\pi t} \cos \pi r \sin \theta (1 - \mu^2). \quad (5.6c) \]

In the 3D first improved CN scheme and the 3D CN scheme, the time step size \( \Delta t \) is set as \( 10^{-4} \), and the grid size is set as: \( 10 \times 60 \times 60 \), \( 20 \times 60 \times 60 \) and \( 40 \times 60 \times 60 \). Also, the upper boundary for time \( t_0 \) is set as 0.2 in this example. The scheme is programmed by Fortran 77, and the source code can be found in APPENDIX.

5.2.2 Results and Analysis

In order to evaluate the difference between the numerical solution and the exact solution for each scheme, we define the \( l_2 \)-norm error is defined as

\[
E(I, \Delta t) = \max_{0 \leq n \leq N \leq i} \sqrt{\frac{\Delta r}{3} \sum_{m=1}^{i} \sum_{n=1}^{l} \left( (T_m)^n_{\Delta t} - (T_m^{\text{exact}})^n_{\Delta t} \right)^2},
\]

(5.7)

where \((T_m)^n_{\Delta t}\) is the numerical solution for the carrier \( m \), and \((T_m^{\text{exact}})^n_{\Delta t}\) is the exact solution from each scheme of the carrier \( m \).

The convergence rate is defined as

\[
\log_{2} \left[ \frac{E(I_1, \Delta t)}{E(I_2, \Delta t)} \right]
\]

(5.8)

with respect to the spatial variable \( r \).
The maximum $l_2$-norm error Eq. (5.7) and comparisons of convergence rates Eq. (5.8) are in Table 5.3. $l_2$-norm errors along the time $t$ for both schemes are plotted in Figure 5.8. Numerical results for the two schemes are plotted from Figure 5.9 to Figure 5.14.

Table 5.3 shows the comparison of $l_2$-norm errors and convergence rates between the 3D first improved CN scheme and the 3D CN scheme with $0 \leq t \leq 0.2$, $\Delta t = 10^{-4}$.

Table 5.3 Comparison of $l_2$-norm errors and convergence rates between the 3D first improved CN scheme and the 3D CN scheme with $0 \leq t \leq 0.2$, $\Delta t = 10^{-4}$.

<table>
<thead>
<tr>
<th>grid</th>
<th>3D first improved CN scheme $l_2$-norm error</th>
<th>convergence rate</th>
<th>3D CN scheme $l_2$-norm error</th>
<th>convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>11x60x60</td>
<td>9.36135 x 10^{-3}</td>
<td>-</td>
<td>2.56083 x 10^{-1}</td>
<td>-</td>
</tr>
<tr>
<td>21x60x60</td>
<td>2.58204 x 10^{-3}</td>
<td>1.858</td>
<td>1.39055 x 10^{-1}</td>
<td>0.881</td>
</tr>
<tr>
<td>41x60x60</td>
<td>9.44232 x 10^{-4}</td>
<td>1.452</td>
<td>7.25757 x 10^{-2}</td>
<td>0.939</td>
</tr>
</tbody>
</table>

As shown in Table 5.3, the convergence rate of the 3D first improved CN scheme is 1.858 and 1.452 with respect to the spatial variable $r$, while the one for the 3D CN scheme is 0.881 and 0.939 with respect to the spatial variable $r$. The result looks lower than that as expected. This is probably because the grid is not finer enough. However, due to the limitation of the computer, it will be difficult to choose a finer grid. Further study may be needed. Furthermore, comparing the $l_2$-norm errors of solutions between the 3D first improved CN scheme and the 3D CN scheme in Table 5.3 shows that the 3D first improved CN scheme is more accurate than the 3D CN scheme.

Figure 5.8 shows the comparison of $l_2$-norm errors between the 3D first improved CN scheme and the 3D CN scheme. Figure 5.8 shows that, the 3D first improved CN scheme will produce a $l_2$-norm error much lower than the 3D CN scheme.
Figure 5.9 is the comparison of contours of the solution $T_j$ in the cross section of
\[
\theta = \frac{\pi}{2}
\]
at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN
scheme with (c) the exact solution. Figure 5.10 is the comparison of contours of the
solution of $T_j$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D
first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.

Figure 5.11 is the comparison of contours of the solution $T_2$ in the cross section of
\[
\theta = \frac{\pi}{2}
\]
at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN
scheme with (c) the exact solution. Figure 5.12 is the comparison of contours of the
solution of $T_2$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D
first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.

Figure 5.13 is the comparison of contours of the solution $T_3$ in the cross section of
\[
\theta = \frac{\pi}{2}
\]
at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN
scheme with (c) the exact solution. Figure 5.14 is the comparison of contours of the
solution of $T_3$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D
first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.

Figure 5.9 to Figure 5.14 show that: there is a match between the numerical
solution from the 3D first improved CN scheme in (a) and the exact solution in (c), but
the numerical solution of the 3D CN scheme in (b) and the exact solution in (c) do not
match.

Figure 5.9 to Figure 5.14 also show that the temperature is $T_1 > T_2 > T_3$, which is
satisfied with the hypothesis in Figure 2.1.
Figure 5.8 Comparison of $l_2$-norm errors between the 3D first improved CN scheme and the 3D CN scheme.
Figure 5.9 Comparison of contours of the solution $T_l$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.10 Comparison of contours of the solution of $T_j$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.11 Comparison of contours of the solution $T_2$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.12 Comparison of contours of the solution of $T_2$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.13 Comparison of contours of the solution $T_\tau$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.14 Comparison of contours of the solution of $T_3$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D first improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
5.3 3D Second Improved CN Scheme Case

The third example Eq. (5.9) is in 3D spherical coordinates, which is satisfied with the governing equation Eq. (3.4). It is solved by the 3D second improved CN scheme Eqs. (4.19), (4.22) and (4.24) and the 3D CN scheme Eqs. (4.19) and (4.20).

5.3.1 Example Description

This example is a Three-carrier system with variable $T_1$, $T_2$ and $T_3$. The governing equation for this example is:

$$
\frac{\partial T_1}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_1}{\partial r} \right) + \frac{2}{r^2} \frac{\partial^2 T_1}{\partial \theta^2} + \frac{2}{r^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial T_1}{\partial \mu} \right] - \pi^2 (T_1-T_3) \nonumber
$$

$$
+ 2\pi^2 e^{-x^2} \cos \mu r \sin \theta (1-\mu^2) + \frac{5}{r} \pi e^{-x^2} \sin \mu r \sin \theta (1-\mu^2) \nonumber
$$

$$
- \frac{15}{2r^2} e^{-x^2} \cos \mu r \sin \theta (2\mu^2 - 1) \nonumber
$$

$$
+ \pi^2 e^{-x^2} \cos \theta (1-\mu^2) + \frac{15}{2r^2} e^{-x^2} \sin \mu r \sin \theta (2\mu^2 - 1), \quad (5.9a) \nonumber
$$

$$
\frac{\partial T_2}{\partial t} = \frac{2}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_2}{\partial r} \right) + \frac{2}{r^2} \frac{\partial^2 T_2}{\partial \theta^2} + \frac{2}{r^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial T_2}{\partial \mu} \right] - \pi^2 (T_2-T_3) \nonumber
$$

$$
+ \pi^2 e^{-x^2} \cos \mu r \sin \theta (1-\mu^2) + \frac{4}{r} \pi e^{-x^2} \sin \mu r \sin \theta (1-\mu^2) \nonumber
$$

$$
- \frac{6}{r^2} e^{-x^2} \cos \mu r \sin \theta (2\mu^2 - 1) \nonumber
$$

$$
+ \pi^2 e^{-x^2} \sin \theta (1-\mu^2) + \frac{6}{r^2} e^{-x^2} \sin \theta (2\mu^2 - 1), \quad (5.9b) \nonumber
$$

$$
\frac{\partial T_3}{\partial t} = \frac{k_3}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_3}{\partial r} \right) + \frac{k_3}{r^2} \frac{\partial^2 T_3}{\partial \theta^2} + \frac{k_3}{r^2} \frac{\partial}{\partial \mu} \left[ (1-\mu^2) \frac{\partial T_3}{\partial \mu} \right] \nonumber
$$
\[
\frac{3}{r} \pi e^{-r} \sin \pi r \sin \theta (1 - \mu^2) - \frac{9}{2r^2} e^{-r} \cos \pi r \sin \theta (2\mu^2 - 1)
\]

\[+
\frac{3\pi^2}{2} e^{-r} \sin \theta (1 - \mu^2) + \frac{9}{2r^2} e^{-r} \sin \theta (2\mu^2 - 1).
\]

(5.9c)

The boundary condition for this is Eq. (4.3), and the initial condition for this example is:

\[T_1 = \frac{5}{4} (\cos \pi r - 1) \sin \theta (1 - \mu^2),\]

\[T_2 = (\cos \pi r - 1) \sin \theta (1 - \mu^2),\]

\[T_3 = \frac{3}{4} (\cos \pi r - 1) \sin \theta (1 - \mu^2).
\]

The exact solution for Eq. (5.9) is:

\[T_1 = \frac{5}{4} e^{-r} (\cos \pi r - 1) \sin \theta (1 - \mu^2),\]  

(5.10a)

\[T_2 = e^{-r} (\cos \pi r - 1) \sin \theta (1 - \mu^2),\]  

(5.10b)

\[T_3 = \frac{3}{4} e^{-r} (\cos \pi r - 1) \sin \theta (1 - \mu^2).\]  

(5.10c)

In the 3D second improved CN scheme and the 3D CN scheme, the time step size \(\Delta t\) is set as \(10^{-4}\), and the grid size is set as: \(10 \times 60 \times 60\), \(20 \times 60 \times 60\) and \(40 \times 60 \times 60\). Also, we set the upper bound for time \(t_0\) as 0.2 in this example. The scheme is programmed by Fortran 77, and the source code can be found in APPENDIX.

5.3.2 Results and Analysis

The maximum \(l_2\)-norm error Eq. (5.7) and comparisons of convergence rates Eq. (5.8) are in Table 5.4. The \(l_2\)-norm error along the time \(t\) for both schemes are plotted in Figure 5.15. Numerical results for the two schemes are plotted from Figure 5.16 to Figure 5.21.
Table 5.4 shows the comparison of $l_2$-norm errors and convergence rates between the 3D second improved scheme and the 3D CN scheme with $0 \leq t \leq 0.2$, $\Delta t = 10^{-4}$.

Table 5.4 Comparison of $l_2$-norm errors and convergence rates between the 3D second improved CN scheme and the 3D CN scheme with $0 \leq t \leq 0.2$, $\Delta t = 10^{-4}$.

<table>
<thead>
<tr>
<th>grid</th>
<th>3D second improved CN scheme</th>
<th>convergence rate</th>
<th>3D CN scheme</th>
<th>convergence rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$l_2$-norm error</td>
<td></td>
<td>$l_2$-norm error</td>
<td></td>
</tr>
<tr>
<td>10×60×60</td>
<td>1.08186×10^{-2}</td>
<td>-</td>
<td>2.78749×10^{-1}</td>
<td>-</td>
</tr>
<tr>
<td>20×60×60</td>
<td>2.10944×10^{-3}</td>
<td>2.359</td>
<td>1.44811×10^{-1}</td>
<td>0.945</td>
</tr>
<tr>
<td>40×60×60</td>
<td>5.49806×10^{-4}</td>
<td>1.940</td>
<td>7.34437×10^{-2}</td>
<td>0.980</td>
</tr>
</tbody>
</table>

As shown in Table 5.4, the convergence rate of the 3D second improved scheme is about 2 with respect to the spatial variable $r$, while the one for the 3D CN scheme is about 1 with respect to the spatial variable $r$. Furthermore, comparing the $l_2$-norm errors of solutions between the 3D second improved scheme and the 3D CN scheme in Table 5.4 shows that the 3D second improved scheme is more accurate than the 3D CN scheme.

Figure 5.15 shows the comparison of $l_2$-norm errors between the 3D second improved CN scheme and the 3D CN scheme. From Figure 5.15 it can be seen that, the 3D second improved scheme will produce a $l_2$-norm error much lower than the 3D CN scheme.

Figure 5.16 is the comparison of contours of the solution $T_1$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution. Figure 5.17 is the comparison of contours of the solution of $T_1$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.18 is the comparison of contours of the solution $T_2$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution. Figure 5.19 is the comparison of contours of the solution of $T_2$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.

Figure 5.20 is the comparison of contours of the solution $T_3$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution. Figure 5.21 is the comparison of contours of the solution of $T_3$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.

Figure 5.16 to Figure 5.21 show that: there is a good match between the numerical solution from the 3D second improved CN scheme in (a) and the exact solution in (c), but the numerical solution of the 3D CN scheme in (b) and the exact solution in (c) do not match.

From Figure 5.16 to Figure 5.21, it is can be seen that the temperature is $T_1 > T_2 > T_3$, which is satisfied with the hypothesis in Figure 2.1.
Figure 5.15 Comparison of $l_2$-norm errors between the 3D second improved CN scheme and the 3D CN scheme.
Figure 5.16 Comparison of contours of the solution $T_l$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.17 Comparison of contours of the solution of $T_j$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.18 Comparison of contours of the solution $T_2$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.19 Comparison of contours of the solution of $T_2$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.20 Comparison of contours of the solution $T_3$ in the cross section of $\theta = \frac{\pi}{2}$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
Figure 5.21 Comparison of contours of the solution of $T_3$ in the cross section of $\theta = 0$ and $\theta = \pi$ at $t = 0.1$ obtained using (a) the 3D second improved CN scheme and (b) the 3D CN scheme with (c) the exact solution.
CHAPTER SIX

CONCLUSION

This dissertation developed the parabolic models for the non-equilibrium heating in an $N$-carrier system in 1D and 3D spherical coordinates, respectively.

For 1D case, the well-posedness of the parabolic model in an $N$-carrier system in 1D spherical coordinates is proved. To solve the model, 1D improved CN scheme is developed. Also, the stability of the 1D improved CN scheme is proved.

A numerical example for 1D improved CN scheme is provided. Results shows that, to achieve a match between the numerical solution and the exact solution, while the 1D CN scheme needs a grid of $I = 10^5$, the 1D improved CN scheme only needs a grid of $I = 10^3$.

The convergence rates for the 1D improved CN scheme and the 1D CN scheme are calculated, and the results show that the convergence rate of the 1D improved CN scheme is about 2 with respect to both spatial and temporal variables, and the convergence rate of the 1D CN scheme is about 1 and about 2 with respect to both spatial and temporal variables, respectively.

For 3D case, the well-posedness of the parabolic model in an $N$-carrier system in 3D spherical coordinates is proved. To solve the model, two improved CN scheme are developed: the 3D first improved CN scheme and the 3D second improved CN scheme. Also, the stability of the two improved CN schemes is proved.
A numerical example for each 3D improved CN scheme is provided respectively. Results shows that, with the grid of 41×60×60, both the 3D first improved CN scheme and the 3D second improved CN scheme provide a match between the numerical solution and the exact solution, but the 3D CN scheme does not.

The convergence rates for the 3D CN scheme, the 3D first improved CN scheme and the 3D second improved CN scheme are calculated, and results show that the convergence rate of both the 3D first improved CN scheme and the 3D second improved CN scheme are about 2 with respect to spatial variable, and the convergence rate of 3D CN scheme is about 1 with respect to the spatial variable.

Since the parabolic two-step model may lose accuracy when the laser pulse duration is much shorter than the electron-lattice thermal relaxation time [2], [48], the future research is needed to develop the hyperbolic model in an N-carrier system in spherical coordinates.
APPENDIX

SOURCE CODE FOR NUMERICAL EXAMPLES
C 2-time level 1D improved CN scheme

C Mar. 2009

C Main Program

C 1. SOURCE CODE FOR ID

C 2-time level ID improved CN

C Beginning of Main Program

DIMENSION 11 (0:1005), t2(0:1005), t3(0:1005)
DIMENSION r(0:1005), rh(0:1005), tl_exact(0:1005)
DIMENSION t2_exact(0:1005), t3_exact(0:1005)
DIMENSION tlold(0:1005), t2old(0:1005), t3old(0:1005)
DIMENSION t2new(0:1005), t3old(0:1005), t3new(0:1005)
DIMENSION dl(0:1005), d2(0:1005), d3(0:1005)
DIMENSION fl(0:1005), f2(0:1005), f3(0:1005)
DIMENSION a(0:1005), b(0:1005), c(0:1005), e(0:1005)
DIMENSION errorT1(0:1005), errorT2(0:1005)
DIMENSION errorT3(0:1005), error_max(0:1005), ffi;0:1005)
DOUBLE PRECISION tl, t2, t3, tlold, tlnew, t2old, t2new
DOUBLE PRECISION t3old, Gnew, dl, d2, d3, fl, £2, G
DOUBLE PRECISION a, b, c, e, tl_exact, t2_exact, t3_exact
DOUBLE PRECISION cl, c2, c3, errorTl, errorT2, errorT3
DOUBLE PRECISION error_max, err, max_err, rrt, r, rh
DOUBLE PRECISION dt, dr, pi, tol
DOUBLE PRECISION tempi, temp2, temp3, temp4
DOUBLE PRECISION thetal, theta2, aa, bb, th

C II: number of grid
C NN: number of time step
C Value assignment

thetal = (sqrt(5.0) + 1.0) / 2.0
dt = 0.001
II = 1001
NN = 1000
pi = 3.14159265358979323846
th = thetal + II
theta2 = (sqrt(4.0 + 3.0*th*(th-1.0)) - 1.0) / (3.0*th)

C Begin Gauss-Seidel Iteration

DO i=1,II
r(i) = thetal*dr + (i-1)*dr
ENDDO

DO i=1,II-1
rh(i) = r(i) + 0.5*dr
ENDDO

tol = 1.0e-14
c1 = 1.25
c2 = 1.00
c3 = 0.75

aa = (1.0*dthe1)*thetal
bb = (1.0*0.5*dr)*t1old(1)
cc = (1.0*0.5*dr)*t1old(1)

C PRINT *, aa, bb
C Initial condition

DO i=1,II
C time level (n-1)
t1(i) = c1*cos(pi*th(i))
t2(i) = c2*cos(pi*th(i))
t3(i) = c3*cos(pi*th(i))
ENDDO

C Begin time iteration

n=0

C Begin Gauss-Seidel Iteration

DO i=2,II-1
b(i)=rth(i-1)*rth(i-1)/(r(i)*r(i))
a(i)=1.0+rth(i)*rth(i-1)/(r(i)*r(i)-1)

C Begin Thomas Algorithm

DO i=2,II-1
b(i)=rrt*rh(i-1)*rh(i-1)*bb/(r(i)*r(i))

C Thomas Algorithm for t1

C Thomas Algorithm for t2

C Thomas Algorithm for t3

C Error calculation

C End Gauss-Seidel Iteration

C End time iteration

C End of Main Program
& +dt*pi*pi*(t1new(l)+t1(l))/2.0
& +dt*pi*pi*(t3old(l)+t3(l))/2.0
& +4.0*dt*(exp(-pi*pi*dt*(n+0.5)))*pi*sin(pi*r(l))/r(l))

\[ d2(I) = (1.0 - r*r)*r*r*bb/(r(I)*r(I)) \]
& +dt*pi*pi*d2(I)
& +r*r*bb/(r(I)*r(I))
& +dt*pi*pi*(t1new(I)+t1(I))/2.0
& +dt*pi*pi*(t3old(I)+t3(I))/2.0
& +4.0*dt*(exp(-pi*pi*dt*(n+0.5)))*pi*sin(pi*r(I))/r(I))

DO i=2,II-1
\[ d2(i) = (1.0 - r*r)*r*r*bb/(r(i)*r(i)) \]
& +1.0*dt*(r(i-1)*r(i-1)+r(i)*r(i))/r(i)*r(i))
& +dt*pi*pi*d2(i)
& +r*r*bb/(r(i)*r(i))
& +dt*pi*pi*(t1new(i)+t1(i))/2.0
& +dt*pi*pi*(t3old(i)+t3(i))/2.0
& +4.0*dt*(exp(-pi*pi*dt*(n+0.5)))*pi*sin(pi*r(i))/r(i))
ENDDO

\[ \theta(0) = 0.0 \]
DO i=1,II
\[ \theta(i) = (d2(i)+b(i)*f2(i-l))/(a(i)-b(i)*e(i-l)) \]
ENDDO

C Thomas Algorithm for \( t_3 \)
\[ d3(I) = (1.0 - r*r)*r*r*aa/(r(I)*r(I)) \]
& +dt*pi*pi*d3(I)
& +r*r*aa/(r(I)*r(I))
& +dt*pi*pi*(t1new(I)+t1(I))/2.0
& +dt*pi*pi*(t3old(I)+t3(I))/2.0
& +3.0*dt*(exp(-pi*pi*dt*(n+0.5)))*pi*sin(pi*r(I))/r(I))

DO i=2,II-1
\[ d3(i) = (1.0 - r*r)*r*r*aa/(r(i)*r(i)) \]
& +1.0*dt*(r(i-1)*r(i-1)+r(i)*r(i))/r(i)*r(i))
& +dt*pi*pi*d3(i)
& +r*r*aa/(r(i)*r(i))
& +dt*pi*pi*(t1new(i)+t1(i))/2.0
& +dt*pi*pi*(t3old(i)+t3(i))/2.0
& +3.0*dt*(exp(-pi*pi*dt*(n+0.5)))*pi*sin(pi*r(i))/r(i))
ENDDO

C calculate err
\[ \max_err = 0.0 \]
DO i=1,II
\[ err_1 = abs(t1new(i)-t1old(i)) \]
IF(err_1.GT.max_err)THEN
  max_err = err_1
ENDIF
ENDDO

C Print output
4 OPEN(unit=77, file='N=50ar3.dat')
DO n=1,NN
2. SOURCE CODE FOR 3D FIRST IMPROVED CN SCHEME

C 2-time level 3D first improved CN
C nsystem36.f

DIMENSION t1(0:50,-1:110,0:110), t2(0:50,-1:110,0:110), t3(0:50,-1:110,0:110), gamma(0:50), gammah(0:50)
DIMENSION phi(-1:110), u(0:110), uh(0:110)
DIMENSION t1_exact(0:50,-1:110,0:110), t2_exact(0:50,-1:110,0:110), t3_exact(0:50,-1:110,0:110)
DIMENSION t1oldgs(0:50,-1:110,0:110), t2oldgs(0:50,-1:110,0:110), t3oldgs(0:50,-1:110,0:110)
DIMENSION t1newgs(0:50,-1:110,0:110), t2newgs(0:50,-1:110,0:110), t3newgs(0:50,-1:110,0:110)
DIMENSION t1oldj(0:50,-1:110,0:110), t2oldj(0:50,-1:110,0:110), t3oldj(0:50,-1:110,0:110)
DIMENSION t1newj(0:50,-1:110,0:110), t2newj(0:50,-1:110,0:110), t3newj(0:50,-1:110,0:110)
DIMENSION errorT1(0:50,-1:110,0:110), errorT2(0:50,-1:110,0:110), errorT3(0:50,-1:110,0:110)
DIMENSION errorT1_exact, errorT2_exact, errorT3_exact

DOUBLE PRECISION

tl, t2, t3, Q1dt, Q2dt, Q3dt, d1, d2, d3, abe, c1, c2, c3
dtioldgs, t1newgs, t2oldgs, t3newgs, t3oldgs, t3newgs
dtioldj, t1newj, t2oldj, t2newj, t3oldj, t3newj

t1_exact, t2_exact, t3_exact, abl, abr

tl, errorT1, errorT2, errorT3, error_max

tlmax, err_max, errj, errgs, err

dtioldt, t1newt, t2oldt, t3newt, t3oldt, t3newt

c1tdt, c12dt, c13dt, c21dt, c22dt, c23dt, c31dt, c32dt

tl=0.0001

C value assignment

DO i=1,II
  gamma(i) = (gamma(i-1)+dgamma)*dt
  phi(j) = phi(j-1)+dphi
ENDDO

C the first order scheme
C abl=1.0
C abr=1.0
C initial condition
DO i=1,II
  DO j=0,JJ-1
    t1(i,j,0) = 0.0
    t2(i,j,0) = 0.0
    t3(i,j,0) = 0.0
  ENDDO
ENDDO

C boundary condition
DO i=1,II
  DO j=0,JJ-1
    t1(i,j,0) = 0.0
    t2(i,j,0) = 0.0
    t3(i,j,0) = 0.0
  ENDDO
ENDDO

DO i=1,II
  DO j=0,JJ-1
    t1(i,j,KK) = 0.0
    t2(i,j,KK) = 0.0
    t3(i,j,KK) = 0.0
  ENDDO
ENDDO
C Begin time iteration
n=0
C Begin Gauss-Seidel Iteration
1 DO i=1,II
   DO j=-l,JJ
      DO k=0, KK
         t1oldgs(i,j,k)=t1(i,j,k)
         t2oldgs(i,j,k)=t2(i,j,k)
         t3oldgs(i,j,k)=t3(i,j,k)
      ENDDO
   ENDDO
ENDDO
C JacobiforT1
C initial condition for Jacobi
2 DO i=1,II
   DO j=-l,JJ
      DO k=0, KK
         t1oldj(i,j,k)=t1oldgs(i,j,k)
      ENDDO
   ENDDO
ENDDO
CRHS
3 DO j=0,JJ-l
   DO k=1, KK-l
      clldt=dt*2.0*pi*pi*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(i))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
      cl2dt=dt*5.0*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(i))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
      cl3dt=dt*6.0*cl*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(i))
         &*sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
      Qldt=clldt+cl2dt-cl3dt
      crl=gammah(i)*gammah(i)*tr*(1.0-u(k)*u(k))
      cr2=gammah(i-l)*gammah(i-l)*tr*(1.0-u(k)*u(k))
      cs=ts
      cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
      cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
      abc=gamma(i)*gamma(i)*(1.0-u(k)*u(k))+crl+cr2+2.0*cs+cpl+cp2
      dl=crl*toldj(i+lj,k)+crl*toldj(i-lj,k)
         +(gamma(i)*gamma(i)*(1.0-u(k)*u(k))-crl-cr2-2.0*cs-
         cpl-cp2-dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k)))*tl(ij,k)
         +cr2*toldj(i-lj,k)+cr2*toldj(i+lj,k)+cs*toldj(i+lj,k+1)
         +cs*toldj(i-lj,k+1)+cpl*toldj(i+lj,k+1)+cpl*toldj(i-lj,k+1)
         +cp2*toldj(i+lj,k-1)+cp2*toldj(i-lj,k-1)
      &*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0
      &+dt*pi*pi*(t2oldgs(ij,k)+t2(ij,k))
      &+dt*pi*pi*(t3oldgs(ij,k)+t3(ij,k))
      &+Qldt
      tlnewj(i,j,k)=dl/abc
   ENDDO
ENDDO
DO j=0,JJ-l
   DO k=1, KK-l
      clldt=dt*2.0*pi*pi*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ii))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
      cl2dt=dt*5.0*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(ii))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
      cl3dt=dt*6.0*cl*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ii))
         &*sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
      Qldt=clldt+cl2dt-cl3dt
      crl=gammah(i)*gammah(i)*tr*(1.0-u(k)*u(k))
      cr2=gammah(i-l)*gammah(i-l)*tr*(1.0-u(k)*u(k))
      cs=ts
      cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
      cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
      abc=gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))+crl+cr2+2.0*cs+cpl+cp2
      dl=crl*toldj(i+lj,k)+cr2*toldj(i-lj,k)
         +(gamma(i)*gamma(i)*(1.0-u(k)*u(k))-crl-cr2-2.0*cs-
         cpl-cp2-dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k)))*tl(ij,k)
         +cr2*toldj(i-lj,k)+cr2*toldj(i+lj,k)+cs*toldj(i+lj,k+1)
         +cs*toldj(i-lj,k+1)+cpl*toldj(i+lj,k+1)+cpl*toldj(i-lj,k+1)
         +cp2*toldj(i+lj,k-1)+cp2*toldj(i-lj,k-1)
      &*gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))/2.0
      &+dt*pi*pi*(t2oldgs(ij,k)+t2(ij,k))
      &+dt*pi*pi*(t3oldgs(ij,k)+t3(ij,k))
      &+Qldt
      tlnewj(i,j,k)=dl/abc
   ENDDO
ENDDO
DO j=0,JJ-l
   DO k=1, KK-l
      clldt=dt*2.0*pi*pi*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ii))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))
      cl2dt=dt*5.0*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(ii))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))
      cl3dt=dt*6.0*cl*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ii))
         &*sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
      Qldt=clldt+cl2dt-cl3dt
      crl=gammah(ii)*gammah(ii)*tr*(1.0-u(k)*u(k))
      cr2=gammah(ii-1)*gammah(ii-1)*tr*(1.0-u(k)*u(k))
      cs=ts
      cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
      cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
      abc=gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))+crl+cr2+2.0*cs+cpl+cp2
      dl=crl*toldj(i+lj,k)+cr2*toldj(i-lj,k)
         +(gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))-crl-cr2-2.0*cs-
         cpl-cp2-dt*pi*pi*gamma(ii)*gamma(ii)*(1.0-u(k)*u(k)))*tl(ij,k)
         +cr2*toldj(i-lj,k)+cr2*toldj(i+lj,k)+cs*toldj(i+lj,k+1)
         +cs*toldj(i-lj,k+1)+cpl*toldj(i+lj,k+1)+cpl*toldj(i-lj,k+1)
         +cp2*toldj(i+lj,k-1)+cp2*toldj(i-lj,k-1)
      &*gamma(ii)*gamma(ii)*(1.0-u(k)*u(k))/2.0
      &+dt*pi*pi*(t2oldgs(ij,k)+t2(ij,k))
      &+dt*pi*pi*(t3oldgs(ij,k)+t3(ij,k))
      &+Qldt
      tlnewj(i,j,k)=dl/abc
   ENDDO
ENDDO
DO j=0, JJ-1
   DO k=1, KK-1
      clldt=dt*2.0*pi*pi*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ll))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(ll)*gamma(ll)*(1.0-u(k)*u(k))
      cl2dt=dt*5.0*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(ll))
         &*sin(phi(j))*(1.0-u(k)*u(k))*gamma(ll)*gamma(ll)*(1.0-u(k)*u(k))
      cl3dt=dt*6.0*cl*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(ll))
         &*sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
      Qldt=clldt+cl2dt-cl3dt
      crl=gammah(ll)*gammah(ll)*tr*(1.0-u(k)*u(k))
      cr2=gammah(ll-1)*gammah(ll-1)*tr*(1.0-u(k)*u(k))
      cs=ts
      cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
      cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
      abc=gamma(ll)*gamma(ll)*(1.0-u(k)*u(k))+crl+cr2+2.0*cs+cpl+cp2
      dl=crl*toldj(i+lj,k)+cr2*toldj(i-lj,k)
         +(gamma(ll)*gamma(ll)*(1.0-u(k)*u(k))-crl-cr2-2.0*cs-
         cpl-cp2-dt*pi*pi*gamma(ll)*gamma(ll)*(1.0-u(k)*u(k)))*tl(ij,k)
         +cr2*toldj(i-lj,k)+cr2*toldj(i+lj,k)+cs*toldj(i+lj,k+1)
         +cs*toldj(i-lj,k+1)+cpl*toldj(i+lj,k+1)+cpl*toldj(i-lj,k+1)
         +cp2*toldj(i+lj,k-1)+cp2*toldj(i-lj,k-1)
      &*gamma(ll)*gamma(ll)*(1.0-u(k)*u(k))/2.0
      &+dt*pi*pi*(t2oldgs(ij,k)+t2(ij,k))
      &+dt*pi*pi*(t3oldgs(ij,k)+t3(ij,k))
      &+Qldt
      tlnewj(i,j,k)=dl/abc
   ENDDO
ENDDO
d1=abs*cr2*t1oldj(II+1,j,k)+abs*cr2*t1(II-1,j,k) & + (gamma(l)l)*gamma(l)(*roll(u(k)),u(k))-abs*cr2-2.0*cs-cpl-cp2 & +pi*pi*dt*gamma(l)l)*gamma(l)(*roll(u(k)),u(k))/2.0

C boundary condition
DO i=l,II
DO j=0,JJ-1
t1newj(i,j,0)=0
ENDDO
ENDDO
DO i=II,2
DO j=0,JJ-1
t1newj(i,j,0)=t1newj(i,j,KK)
ENDDO
ENDDO
C error for Jacobi
error_maxj=0.0
DO i=1,II
DO j=0,JJ-1
errj=abs(t1newj(i,j,k)-t1oldj(i,j,k))
ENDDO
ENDDO
C update for Jacobi
DO i=1,II
DO j=0,JJ
DO k=0,KK
C1 dt=dt*pi*pi*exp(-
pi*pi*dt(n+0.5))cos(pi*gamma(l)) & & *sin(phi(i))*(1.0-
DO k=0, KK
C1oldj(i,j,k)=C1oldj(i,j,k)
ENDDO
DO k=1, KK
error_maxj=errj
ENDDO
ENDDO
C loop from Jacobi to Gauss-Seidel
DO i=1,II
DO j=0, JJ
DO k=0, KK
C1newj(i,j,k)=C1newj(i,j,k)
ENDDO
ENDDO
C Jacobi for T2
C initial condition for Jacobi
DO i=1,II
DO j=1, JJ
\[ c_{pi}=\frac{1.0}{u(k)\cdot u(k)} \cdot t_{pi} \cdot (1.0-u(k)\cdot u(k)) \]
\[ c_{pj}=\frac{1.0}{u(j-1)\cdot u(j-1)} \cdot t_{pj} \cdot (1.0-u(k)\cdot u(k)) \]
\[ abc=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ d_{2}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ c_{21}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ c_{22}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ c_{23}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ Q_{2d}=c_{21}d_{2}t_{2} \]
\[ c_{31}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ c_{32}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]
\[ c_{33}=\frac{\gamma(i)\cdot \gamma(j)\cdot (1.0-u(k)\cdot u(k))}{2.0} \]

C boundary condition

C error for Jacobi

C update for Jacobi

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi

C update from Jacobi to Gauss-Seidel

C Jacobi for T3

C initial condition for Jacobi
\[ crl = \gamma(l) \gamma(l) \tau(1.0-u(k)u(k)) \]
\[ cpl = (1.0-u(k-l)u(k-l)) \tau(1.0-u(k)u(k)) \]
\[ cp2 = (1.0-u(k-l)u(k-l)) \tau(1.0-u(k)u(k)) \]
\[ abc = \gamma(l) \gamma(l) (1.0-u(k)u(k)) + abl \crl + 2.0cs + cpl + cp2 \]
\[ d3 = abl \crl T3oldj(2j,k) + abl \crl T3(2j,k) + \gamma(l) \gamma(l) (1.0-u(k)u(k)) - abl \crl - 2.0cs - cpl - cp2 \]
\[ df = \pi \pi \gamma(l) \gamma(l) (1.0-u(k)u(k)) \]
\[ t3newj(1j,k) = d3/abc \]

C boundary condition
\[ \text{DO} i=1,II \]
\[ \text{DO} j=0,JJ \]
\[ \text{DO} k=0,KK \]
\[ t3newj(ij,-1,k) = t3newj(ij,0,k) \]
\[ t3newj(ij,JJ,k) = t3newj(ij,0,k) \]

C error for Jacobi
\[ \text{error_maxj} = 0.0 \]
\[ \text{DO} i=1,II \]
\[ \text{DO} j=0,JJ \]
\[ \text{DO} k=0,KK \]
\[ \text{IF} (\text{error_maxj} > \text{error_maxj}) \text{THEN} \]
\[ \text{error_maxj} = \text{error_maxj} \]
\[ \text{ENDIF} \]

C update for Jacobi
\[ \text{DO} i=1,II \]
\[ \text{DO} j=0,JJ \]
\[ \text{DO} k=0,KK \]
\[ \text{T3oldj}(ij,k) = T3newj(ij,k) \]

C error for Jacobi
\[ \text{error_maxj} = 0.0 \]
\[ \text{DO} i=1,II \]
\[ \text{DO} j=0,JJ \]
\[ \text{DO} k=0,KK \]
\[ \text{IF} (\text{error_maxj} > \text{error_maxj}) \text{THEN} \]
\[ \text{error_maxj} = \text{error_maxj} \]
\[ \text{ENDIF} \]

C update for Jacobi
\[ \text{DO} i=1,II \]
\[ \text{DO} j=0,JJ \]
\[ \text{DO} k=0,KK \]
\[ \text{T3oldj}(ij,k) = \text{T3newj}(ij,k) \]
C print *, "3", error_maxj
IF(error_maxj.GT.tolj)GOTO 5

C update from Jacobi to Gauss-Seidel
DO i=1,II
DO j=-1,JJ
DO k=0, KK
  t3newgs(i,j,k)=t3newji(j,k)
ENDDO
ENDDO
ENDDO

C calculate err for Gauss-Seidel
error_maxgs=0.0
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
  errgs=abs(t1newgs(i,j,k)-t1olgs(i,j,k))
  IF(errgs.GT.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
  errgs=abs(t2newgs(i,j,k)-t2olgs(i,j,k))
  IF(errgs.GT.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
  errgs=abs(t3newgs(i,j,k)-t3olgs(i,j,k))
  IF(errgs.GT.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
ENDDO
ENDDO
ENDDO
IF(error_maxgs.LE.tolgs)GOTO 6

C print *, max_err
DO i=1,II
DO j=-1,JJ
DO k=0, KK
  t1olgs(i,j,k)=t1newgs(i,j,k)
  t2olgs(i,j,k)=t2newgs(i,j,k)
  t3olgs(i,j,k)=t3newgs(i,j,k)
ENDDO
ENDDO
ENDDO

C Calculate exact solutions
6  DO i=1,II
    DO j=0,JJ-1
      DO k=1, KK-1
        t1 Exact(i,j,k)=c1*cos(pi*gamma(i))*sin(phi(j))
        & *(1.0-u(k))*u(k)*exp(-pi*pi*dt*(n+1.0))
        t2 Exact(i,j,k)=c2*cos(pi*gamma(i))*sin(phi(j))
        & *(1.0-u(k))*u(k)*exp(-pi*pi*dt*(n+1.0))
        t3 Exact(i,j,k)=c3*cos(pi*gamma(i))*sin(phi(j))
        & *(1.0-u(k))*u(k)*exp(-pi*pi*dt*(n+1.0))
      ENDDO
    ENDDO
  ENDDO
ENDDO
GOTO 2

C End Gauss-Seidel Iteration
C Calculate L2-err
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
  err=T1(i,j,k)=abs(t1newgs(i,j,k)-t1 Exact(i,j,k))
  IF(err.GT.error_max(n))THEN
    error_max(n)=err
    ENDDIF
  err=T2(i,j,k)=abs(t2newgs(i,j,k)-t2 Exact(i,j,k))
  IF(err.GT.error_max(n))THEN
    error_max(n)=err
    ENDDIF
  err=T3(i,j,k)=abs(t3newgs(i,j,k)-t3 Exact(i,j,k))
  IF(err.GT.error_max(n))THEN
    error_max(n)=err
    ENDDIF
ENDDO
ENDDO
ENDDO
IF(error_max(n).LE.0.0)GOTO 7

C Output
7  OPEN(unit=77,file='N=50ar3_i=1_l_o2.dat')
  DOn=1,NN-1
  WRITE(77,1000) n*dt,error_max(n)
ENDDO
1000 FORMAT(f8.6,el8.10)
3. SOURCE CODE FOR 3D SECOND IMPROVED CN SCHEME

C 2-time level 3D second improved CN
C nysystem44.f
C Jan. 2010

DIMENSION t1(0:50,-1:110,0:110),t2(0:50,-1:110,0:110)
DIMENSION t3(0:50,-1:110,0:110),gamma(0:50),gammah(0:50)
DIMENSION phi(-1:110),u(0:110),uh(0:110)
DIMENSION t1_exact(0:50,-1:110,0:110),t2_exact(0:50,-1:110,0:110)
DIMENSION t3_exact(0:50,-1:110,0:110),t1oldgs(0:50,-1:110,0:110)
DIMENSION t2oldgs(0:50,-1:110,0:110),t3oldgs(0:50,-1:110,0:110)
DIMENSION t1newgs(0:50,-1:110,0:110),t2newgs(0:50,-1:110,0:110)
DIMENSION t3newgs(0:50,-1:110,0:110),t1oldj(0:50,-1:110,0:110)
DIMENSION t2oldj(0:50,-1:110,0:110),t3oldj(0:50,-1:110,0:110)
DIMENSION t2newj(0:50,-1:110,0:110),t3newj(0:50,-1:110,0:110)
DIMENSION errorTl(0:50,-1:110,0:110)
DIMENSION errorT2(0:50,-1:110,0:110),errorT3(0:50,-1:110,0:110)
DIMENSION error_max(0:50)
DOUBLE PRECISION tl,t2,t3,Qldt,Q2dt,Q3dt,dl,d2,d3,abc,cl,c2,c3
double precision tloldgs,tlnewgs,t2oldgs,t2newgs,t3oldgs,t3newgs
double precision tloldj,tlnewj,t2oldj,t2newj,t3oldj,t3newj
double precision t1_exact,t2_exact,t3_exact,abl,abr
DOUBLE PRECISION dt,dgamma,dphi,du,pi,tolj,tolgs
double precision c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,
c11,c12,c13,c14,c15,c16,c17,c18,c19,c20
C value assignment
d=0.0001
II=10
JJ=60
KK=60
NN=1000
pi=3.14159265358979323846
theta1=1.0
th=theta1+11
theta2=(sqrt(4.0+3.0*th*(th-1.0))-1.0)/(3.0*th)
dt=[(t1_exact(i,j,k)-t1(i,j,k))]
C the first order scheme
C theta1=1.0
C theta2=1.0
C
C the first order scheme
DO j=0,II
DO i=1,II
gamma(i)=gamma(i-1)+1.0*gamma(i-1)
ENDDO
DO j=0,II-1
gamma(i)=gamma(i)+0.5*gamma(i)
ENDDO
C the first order scheme
C theta1=1.0
C theta2=1.0
C
C the first order scheme
C abl=1.0
C abr=1.0
C initial condition
DO j=0,II
DO i=1,II
TL(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T2(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T3(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
ENDDO
DO j=0,II-1
DO i=1,II
TL(i,j,k)=TL(i,j,k)
T2(i,j,k)=T2(i,j,k)
T3(i,j,k)=T3(i,j,k)
ENDDO
C boundary condition
DO j=0,II
DO i=1,II
TL(i,j,0)=0.0
T2(i,j,0)=0.0
T3(i,j,0)=0.0
TL(i,j,II)=0.0
T2(i,j,II)=0.0
T3(i,j,II)=0.0
ENDDO
DO i=1,II
DO j=1,II
TL(i,j,0)=TL(i,j,II)
T2(i,j,0)=T2(i,j,II)
T3(i,j,0)=T3(i,j,II)
ENDDO
C
C the first order scheme
C theta1=1.0
C theta2=1.0
C
C the first order scheme
C abl=1.0
C abr=1.0
C initial condition
DO j=0,II
DO i=1,II
TL(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T2(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T3(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
ENDDO
DO j=0,II-1
DO i=1,II
TL(i,j,k)=TL(i,j,k)
T2(i,j,k)=T2(i,j,k)
T3(i,j,k)=T3(i,j,k)
ENDDO
C boundary condition
DO j=0,II
DO i=1,II
TL(i,j,0)=0.0
T2(i,j,0)=0.0
T3(i,j,0)=0.0
TL(i,j,II)=0.0
T2(i,j,II)=0.0
T3(i,j,II)=0.0
ENDDO
DO i=1,II
DO j=1,II
TL(i,j,0)=TL(i,j,II)
T2(i,j,0)=T2(i,j,II)
T3(i,j,0)=T3(i,j,II)
ENDDO
C
C the first order scheme
C theta1=1.0
C theta2=1.0
C
C the first order scheme
C abl=1.0
C abr=1.0
C initial condition
DO j=0,II
DO i=1,II
TL(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T2(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
T3(i,j,k)=cos(pi*gamma(i))-1.0*sin(phi(i))*((1.0-u(k)*u(k)))
ENDDO
DO j=0,II-1
DO i=1,II
TL(i,j,k)=TL(i,j,k)
T2(i,j,k)=T2(i,j,k)
T3(i,j,k)=T3(i,j,k)
ENDDO
C boundary condition
DO j=0,II
DO i=1,II
TL(i,j,0)=0.0
T2(i,j,0)=0.0
T3(i,j,0)=0.0
TL(i,j,II)=0.0
T2(i,j,II)=0.0
T3(i,j,II)=0.0
ENDDO
DO i=1,II
DO j=1,II
TL(i,j,0)=TL(i,j,II)
T2(i,j,0)=T2(i,j,II)
T3(i,j,0)=T3(i,j,II)
ENDDO
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
DO j=0,JJ-1  
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
DO j=0,JJ-1  
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
DO j=0,JJ-1  
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
DO j=0,JJ-1  
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
DO j=0,JJ-1  
DO k=0,KK-1  
fl=fl+tl(lj,k)  
ENDDO  
ENDDO  
C Begin time iteration  
n=0  
C Begin Gauss-Seidel Iteration  
1 DO i=0,II  
DO j=-1,JJ  
DO k=0,KK  
nloldgs(ij,k)=tl(ij,k)  
n2oldgs(ij,k)=t2(ij,k)  
n3oldgs(ij,k)=t3(ij,k)  
ENDDO  
ENDDO  
ENDDO  
C Jacobi for T1  
C initial condition for Jacobi  
2 DO i=0,II  
DO j=0,1J  
DO k=0,KK  
nloldgs(ij,k)=tl(ij,k)  
n2oldgs(ij,k)=t2(ij,k)  
n3oldgs(ij,k)=t3(ij,k)  
ENDDO  
ENDDO  
ENDDO  
C RHS  
3 DO i=1,II-1  
DO j=0,1J-1  
DO k=1,KK-1  
n1olddt=dt*0.0*pi*exp(-pi*pi*dt(n+0.5)*cos(pi*gamma(i))  
& *sin(phi(i))*(1.0-u(k)*u(k)+1.0)*(1.0-u(k)*u(k))  
& *sin(phi(i))*(2.0-u(k)*u(k))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
c13dt=dt*0.0*pi*exp(-pi*pi*dt(n+0.5)*cos(pi*gamma(i))  
& *sin(phi(i))*(2.0-u(k)*u(k))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
c14dt=dt*0.0*pi*exp(-pi*pi*dt(n+0.5))  
& *sin(phi(i))*(2.0-u(k)*u(k))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
c15dt=dt*0.5*pi*exp(-pi*pi*dt(n+0.5))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(2.0-u(k)*u(k))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
Q1dt=dt1+dt2+dt3+dt4+dt5  
cir=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cir2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
c16dt=dt*0.0*pi*exp(-pi*pi*dt(n+0.5))  
& *sin(phi(i))*(2.0-u(k)*u(k))*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cs=ts  
cp1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp3=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp4=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))  
cp5=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))  
cp6=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))  
& *sin(phi(i))*(1.0-u(k)*u(k))
cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))

abc=gamma(I)*gamma(I)*(1.0-
  u(k)*u(k))+ab*cr2+2.0*cs+cpl+cp2
 & +dt*pi*dt*gamma(I)*gamma(I)*(1.0-u(k)*u(k))
dl=ab*cr2*tr(0loldj(I-1,j,k))+ab*cr2*tr(II-1,j,k)
 & +gamma(I)*gamma(I)*(1.0-u(k)*u(k))-ab*cr2-
  2.0*cs+cpl+cp2
 & -dt*pi*pi*gamma(I)*gamma(I)*(1.0-
  u(k)*u(k))
dl=abr*cr2*tr(loIdj(I,k)+abr*cr2*tr(loIdj(I,k))
 & -cs*tr(loIdj(I,k)+cs*tr(loIdj(I,k))
 & -ct*tr(loIdj(I,k)+ct*tr(loIdj(I,k))
 & -cpl*tr(loIdj(I,k)+cpl*tr(loIdj(I,k))
 & -dt*pi*pi*(t2oldgs(I,j)+t2(I,j,k))
 & & gamma(I)*gamma(I)*(1.0-u(k)*u(k))/2.0
 & & *gamma(I)*gamma(I)*(1.0-u(k)*u(k))/2.0+Qldt

tlnew(I,j,k)=dl/abc
ENDDO
ENDDO

C boundary condition
DO i=1,II
DO j=0,JI-1
tlnew(I,j,0)=0.0
tlnew(I,j,KK)=0.0
ENDDO
ENDDO

DO i=1,II
DO k=0,KK

C update
fl=0.0
DO j=0,JI-1
DO k=0,KK-1
fl=fl+tlnew(i,j,k)+tl(i,j,k)
ENDIF
ENDDO
ENDDO

C Jacobi for T2
C initial condition for Jacobi
DO i=0,II
DO j=-1,JJ
DO k=0,KK

c21 dt=dt*pi*pi*exp(-
  pi*pi*dt(n+0.5))*cos(pi*gamma(i))
& *sin(phi(j))*(1.0-
  u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
c22dt=dt*4.0*pi*exp(-
  pi*pi*dt(n+0.5))*sin(pi*gamma(i))
& *sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*(1.0-u(k)*u(k))
c23dt=dt*6.0*c2*exp(-
  pi*pi*dt(n+0.5))*cos(pi*gamma(i))
& *sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
c24dt=dt*6.0*c2*exp(-pi*pi*dt(n+0.5))
& *sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
c25dt=dt*pi*pi*exp(-
  pi*pi*dt(n+0.5))*sin(phi(j))*(1.0-
  u(k)*u(k))*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
Q2dt=c21dt+c22dt+c23dt+c24dt+c25dt
cr1=gamma(i)*gamma(i)*tr*(1.0-u(k)*u(k))
cr2=gamma(i-1)*gamma(i-1)*tr*(1.0-u(k)*u(k))
cr=ts
cp1=(1.0-u(k)*u(k))*tr*(1.0-u(k)*u(k))
cp2=(1.0-u(k-1)*u(k-1))*tr*(1.0-u(k)*u(k))
abc=gamma(i)*gamma(i)*(1.0-
  u(k)*u(k))+cr1+cr2+2.0*cs+cpl+cp2
 & +dt*pi*dt*gamma(i)*gamma(i)*(1.0-u(k)*u(k))
d2=cr1*2oldgs(i+1,j,k)+cr1*2(i-1,j,k)

C Jacobi for T2
C update from Jacobi to Gauss-Seidel
DO i=0,II
DO j=-1,JJ
DO k=0,KK

tlnewgs(i,j,k)=tlnew(i,j,k)
ENDDO
ENDDO

C error for Jacobi
error_maxj=0.0
DO i=1,II
DO j=0,JI-1
DO k=0,KK-1
errj=abs(tlnew(I,j,k)-t10Idj(I,j,k))
IF(errj.GT.error_maxj)THEN
error_maxj=errj
ENDIF
ENDDO
ENDDO

C print *, "1",error_maxj
IF(error_maxj.GT.tolj)GOTO 3
C update from Jacobi to Gauss-Seidel
DO i=0,II
DO j=-1,JJ
DO k=0,KK

tlnewgs(i,j,k)=tlnew(i,j,k)
ENDDO
ENDDO

C error for Jacobi
error_maxj=0.0
DO i=1,II
DO j=0,JI-1
DO k=1,KK-1
errj=abs(tlnew(I,j,k)-t10Idj(I,j,k))
IF(errj.GT.error_maxj)THEN
error_maxj=errj
ENDIF
ENDDO
ENDDO

C update for Jacobi
DO i=0,II
DO j=-1,JJ
DO k=0,KK

tloldj(I,j,k)=tlnew(I,j,k)
ENDDO
ENDDO

C print *, "1",error_maxj
IF(error_maxj.GT.tolj)GOTO 3
C update from Jacobi to Gauss-Seidel
DO i=0,II
DO j=-1,JJ
DO k=0,KK

tlnewgs(i,j,k)=tlnew(i,j,k)
ENDDO
ENDDO

C error for Jacobi
error_maxj=0.0
DO i=1,II
DO j=0,JI-1
DO k=1,KK-1
errj=abs(tlnew(I,j,k)-t10Idj(I,j,k))
IF(errj.GT.error_maxj)THEN
error_maxj=errj
ENDIF
ENDDO
ENDDO

C print *, "1",error_maxj
IF(error_maxj.GT.tolj)GOTO 3
& \{\gamma(i)\}^2(1.0-u(k))^2) - cr1 - cr2 - 2.0 * c - cpl - cp2
& + dt * \{\gamma(i)\}^2(1.0-u(k))^2) * t2(i,l,k)
& + c2 * told(j,l,l,k) + c2 * t2(i,l,l,k)
& + c1 * t0ld(j,l,l,k) + c1 * t2(i,l,l,k)
& + c2 * t0ld(j,l,l,k) + c2 * t2(i,l,l,k)
& + dt * pi * \{tnewgs(j,l,k)-t(j,l,k)\}
& + \{\gamma(j)\}^2(1.0-u(k))^2) + cpl * t2(i,l,l,k)
& + \{\gamma(j)\}^2(1.0-u(k))^2) + cp2 * t2(i,l,l,k)
& + dt * pi * \{tnewgs(j,l,k)+t(j,l,k)\}
& + \{\gamma(j)\}^2(1.0-u(k))^2) + 2.0
& + dt * pi * \{toldgs(j,l,k)+t(j,l,k)\}
& + \{\gamma(j)\}^2(1.0-u(k))^2) + 2.0 = Q2dt

t2new(j,l,k) = d2/abc
ENDDO
ENDDO
ENDDO

DO j = 0, JJ - 1
    DO k = 1, KK - 1
        c22dt = \{4.0 * pi * \exp(-
            pi * pi * dt(n+0.5)) * cos(\{pi * gamma(I)\})
            & + sin(\{pi\})(1.0-
                u(k)) * gamma(\{II\}) * gamma(\{II\})(1.0-u(k)) * u(k))

        c23dt = \{6.0 * c2 * \exp(-
            pi * pi * dt(n+0.5)) * cos(\{pi * gamma(I)\})
            & + sin(\{pi\})(2.0 * u(k)) * u(k) - 1.0) * (1.0-u(k)) * u(k))

        c24dt = \{6.0 * c2 * \exp(-
            pi * pi * dt(n+0.5)) * (2.0 * u(k)) * u(k) - 1.0) * (1.0-u(k)) * u(k))

        c25dt = \{pi * pi * dt(n+0.5)) * sin(\{pi * gamma(I)\})
            & + sin(\{pi\})(2.0 * u(k)) * u(k) - 1.0) * (1.0-u(k)) * u(k))

        t2drt = \{21 dt + 22 dt + 23 dt + 24 dt + 25 dt

        c2r = \{gamma(II-1) * gamma(II-1) * tr * (1.0-u(k)) * u(k))
            & + abs(\{tr\}) * (1.0-u(k)) * u(k))
            & + abs(\{tr\}) * (1.0-u(k)) * u(k))

        abc = \{gamma(I) * gamma(II) * (1.0-
            u(k)) * u(k)) + abs(\{tr\}) + 2.0 * c2 * cp1 + cp2
& + dt * pi * gamma(I) * gamma(II) * (1.0-u(k)) * u(k))
& + abs(\{tr\}) * (1.0-u(k)) * u(k))
& + abs(\{tr\}) * (1.0-u(k)) * u(k))

        d2 = abs(\{tr\}) * (1.0-u(k)) * u(k))
& + abs(\{tr\}) * (1.0-u(k)) * u(k))
& + abs(\{tr\}) * (1.0-u(k)) * u(k))

        t2new(j,l,k) = d2/abc
ENDDO
ENDDO
ENDDO

C error for Jacobi
error_maxj = 0.0
DO j = 0, JJ - 1
    DO k = 1, KK - 1
        errj = abs(t2new(j,l,k) - t2old(j,l,k))
        IF(errj > error_maxj) THEN
            error_maxj = errj
ENDIF
ENDDO
ENDDO
ENDDO

C update from Jacobi to Gauss-Seidel
DO j = 0, JJ - 1
    DO k = 1, KK - 1
        t2newgs(j,l,k) = t2new(j,l,k)
ENDDO
ENDDO
ENDDO

C Jacobi for T3
C initial condition for Jacobi

DO i=0,II
DO j=-l,JJ
DO k=0,KK
  t3oldj(ij,k)=t3oldgs(ij,k)
ENDDO
ENDDO
ENDDO

DO i=1,II-1
  DO j=0,JJ-l
    c31dt=dt*3.0*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(i))
    & *sin(phi(j))*gamma(i)*gamma(i)*gamma(i)*gamma(i)*gamma(i)
    c32dt=-dt*6.0*c3*exp(-pi*pi*dt*(n+0.5))*cos(pi*gamma(i))
    & *sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
    c33dt=dt*6.0*c3*exp(-pi*pi*dt*(n+0.5))
    & *sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
    c34dt=dt*1.5*pi*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(i))
    & *sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*gamma(i)
  Q3dt=c31dt+c32dt+c33dt+c34dt
  cr2=gammah(i-l)*gammah(i-l)*tr*(1.0-u(k)*u(k))
  cs=ts
  cpl=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
  cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
  abc=gamma(i)*gamma(i)*(1.0-u(k)*u(k))+crl+cr2+2.0*cs+cpl+cp2
  & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0
  & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0+Q3dt
  t3newj(ij,k)=d3/abc
ENDDO
ENDDO

C boundary condition

DO i=1,II
  DO j=0,JJ-l
    t3newj(ij,0)=0.0
    t3newj(ij,KK)=0.0
  ENDDO
ENDDO

C update

DO j=0,JJ-1
  DO k=0,KK-1
    abc=gamma(i)*gamma(i)*(1.0-u(k)*u(k))
    & *sin(phi(j))*(2.0*u(k)*u(k)-1.0)*(1.0-u(k)*u(k))
  c34dt=dt*1.5*pi*pi*exp(-pi*pi*dt*(n+0.5))*sin(pi*gamma(i))
    & *sin(phi(j))*(1.0-u(k)*u(k))*gamma(i)*gamma(i)*gamma(i)
  Q3dt=c31dt+c32dt+c33dt+c34dt
  cr2=gammah(i-l)*gammah(i-l)*tr*(1.0-u(k)*u(k))
  cs=ts
  cp1=(1.0-uh(k)*uh(k))*tp*(1.0-u(k)*u(k))
  cp2=(1.0-uh(k-l)*uh(k-l))*tp*(1.0-u(k)*u(k))
  abc=gamma(i)*gamma(i)*(1.0-u(k)*u(k))
    & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0
    & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0+Q3dt
  t3newj(ij,k)=d3/abc
ENDDO
ENDDO

C boundary condition

DO i=1,II
  DO j=0,JJ-1
    t3newj(ij,0)=0.0
    t3newj(ij,KK)=0.0
  ENDDO
ENDDO

C update

DO j=0,JJ-1
  DO k=0,KK-1
    abc=1.0+6.0*dt/(dgamma*dgamma)+dt*pi*pi
    & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0
    & +dt*pi*pi*gamma(i)*gamma(i)*(1.0-u(k)*u(k))/2.0+Q3dt
  t3newj(ij,k)=d3/abc
ENDDO
ENDDO
C error for Jacobi
error_maxj=0.0
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
errj=abs(t3newj(i,j,k)-t3oldj(i,j,k))
IF(errj.GT.eof.error_maxj)THEN
  error_maxj=errj
ENDIF
ENDDO
ENDDO
ENDDO

C update for Jacobi
DO i=0,II
DO j=-1,JJ
DO k=0, KK
  t3oldj(i,j,k)=t3newj(i,j,k)
ENDDO
ENDDO
ENDDO

C print *, "3", error_maxj
IF(error_maxj.GT.tol) GOTO 5

C update from Jacobi to Gauss-Seidel
DO i=0,II
DO j=0,JJ
DO k=0, KK
  t3newgs(i,j,k)=t3newj(i,j,k)
ENDDO
ENDDO
ENDDO

C calculate err for Gauss-Seidel
error_maxgs=0.0
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
  errgs=abs(t1newgs(i,j,k)-t1oldgs(i,j,k))
  IF(errgs.GT.eof.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
  errgs=abs(t2newgs(i,j,k)-t2oldgs(i,j,k))
  IF(errgs.GT.eof.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
  errgs=abs(t3newgs(i,j,k)-t3oldgs(i,j,k))
  IF(errgs.GT.eof.error_maxgs)THEN
    error_maxgs=errgs
  ENDIF
ENDDO
ENDDO
ENDDO

IF(error_maxgs.LE.tol) GOTO 6

C calculate exact solutions
C Exact solutions
C
C Calculate max err
err_max=0.0
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
  err=abs(t1exact(i,j,k)-t1oldgs(i,j,k))
  IF(err.GT.EOF.error_max) THEN
    error_max=err
  ENDIF
  err=abs(t2exact(i,j,k)-t2oldgs(i,j,k))
  IF(err.GT.EOF.error_max) THEN
    error_max=err
  ENDIF
  err=abs(t3exact(i,j,k)-t3oldgs(i,j,k))
  IF(err.GT.EOF.error_max) THEN
    error_max=err
  ENDIF
ENDDO
ENDDO
ENDDO

PRINT *, maxerr
C
C C Print*, max_err
C
C Calculate L2-err
DO i=1,II
DO j=0,JJ-1
DO k=1, KK-1
  temp1=0.0
  temp2=0.0
  temp3=0.0
  temp4=0.0
  error_max(n)=error_max(n)
  IF(n.EQ.NN) GOTO 7
  temp4=temp1+temp2+temp3
  error_max(n)=sqrt(dgamma*dphi*dt*temp4)
  PRINT *, n, error_max(n)
C
C Next time iteration
n=n+1
IF(n.EQ.NN) GOTO 7
DO i=1,II
DO j=1,JJ
DO k=0, KK
  t1(i,j,k)=t1newgs(i,j,k)
  t2(i,j,k)=t2newgs(i,j,k)
  t3(i,j,k)=t3newgs(i,j,k)
ENDDO
ENDDO
ENDDO
GOTO 2
C
C End Gauss-Seidel iteration
C
C Calculate exact solutions
C
C T exact solutions
ENDDO
ENDDO
ENDDO
GOTO 1
C Output

7   OPEN(unit=77, file='N=50ar3_1=40_o2.dat')
DO n=1,NN-1
   WRITE(77,1000) n*dt, error_max(n)
ENDDO
CLOSE(77)
1000  FORMAT(f18.6, e18.10)
      END
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